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ABSTRACT

Iris recognition, a relatively new biometric technology, possesses great advantages, such as variability, stability and security, making it to be the most promising method for high security environments. A novel hardware-based iris recognition system is proposed in this paper, which consists of two main parts: image processing and recognition. Image processing involves histogram stress, thresholding, cropping, transformation and normalizing that is performed by using Matlab. Multilayer perceptron architecture with backpropagation algorithm is employed to recognize iris pattern. The entire architecture was modeled using VHDL, a hardware description language. The approach obtained a recognition accuracy of 98.5%. The design was successfully implemented, tested and validated on Altera Mercury EP1M120F484C5 FPGA utilizing 4157 logic cells and achieved a maximum frequency of 121.87 MHz. This novel and efficient method in hardware, based on FPGA technology showed improved performance over existing approaches for iris recognition.
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ABSTRAK

Teknik pengenalpastian iris merupakan satu teknologi biometrik yang masih baru. Teknologi ini mempunyai banyak kelebihan seperti kepelbagaian, kestabilan dan unsur keselamatan menjadikan ia kaedah yang paling berkesan untuk situasi yang memerlukan ciri keselamatan yang ketat. Sistem perkakasan yang baru dan unik untuk mengenalpasti iris diperkenalkan di dalam jurnal ini. Sistem ini terbahagi kepada dua bahagian utama; pemprosesan dan pengenalpastian imej. Pemprosesan imej merangkumi langkah-langkah seperti memperbaiki kontra imej, mengeluarkan bahagian mata yang tidak diperlukan, mengekstrak dan mengumpul data yang diperlukan daripada imej, mengubah bentuk imej dan akhir sekali menormalisasikan
IOMETRIC PERSONAL IDENTIFICATION HAS BEEN LARGELY MOTIVATED BY THE INCREASING REQUIREMENT FOR SECURITY IN A NETWORKED SOCIETY. LIKE TRADITIONAL TOKEN-BASED METHODS FOR PERSONAL IDENTIFICATION, BIOMETRICS (Jain et al. 1999) EMPLOYS VARIOUS PHYSIOLOGICAL OR BEHAVIORAL CHARACTERISTICS SUCH AS FINGERPRINTS, FACE, FACIAL THERMOGRAMS, IRIS, RETINA, GAIT, PALM-PRINTS AND HAND GEOMETRY TO ACCURATELY IDENTIFY EACH INDIVIDUAL. A PHYSIOLOGICAL BIOMETRIC, IRIS RECOGNITION AIMS TO IDENTIFY PERSONS USING IRIS CHARACTERISTICS OF HUMAN EYES.

Iris recognition is receiving increased attention due to its high reliability (Daugman 2001). The human iris is an annular region between the black pupil and the white sclera. The texture of iris are unique to each subject (Daugman 2001; Daugman 1993 & Daugman 2003) and has an extraordinary structure that provides many interlacing minute characteristics such as freckles, coronas, stripes, furrows, crypts and so on. Few research works (Daugman 1993 & Wildes et al. 1996) have also stated that the iris is essentially stable through a person’s life. Furthermore, since the iris is an internal organ as well as externally visible, iris-based personal identification systems can be non-invasive to their users (Daugman 2001; Daugman 1993; Daugman 2003 & Wildes et al. 1996), which is greatly important for practical applications. All these desirable properties (i.e., uniqueness, stability, flexibility, reliability and non-invasiveness) make iris recognition suitable for highly reliable personal identification.

There are few works that have been done in this area. In 1987, Flom and Safir first proposed the concept of automated iris recognition, though an attempt to using the iris as an approach to human identification can be traced back to as early as 1885 (Bertillon 1885). In 1993, 2001 and 2003, Daugman used multi-scale quadrature wavelets to extract texture structure information of the iris to generate a 2048-bit iris code and compared the difference between a pair of iris representations by computing their Hamming distance via the XOR operator. The algorithms for iris recognition developed by Daugman formed the basis for current iris recognition systems. However, the system of Daugman concentrated on ensuring that repeated image captures produced irises on the same location within the image, had the same resolution, and were glare-free under fixed illumination. Boles and Boashash (1998) have calculated zero-crossing representation of 1-D wavelet transform at various resolution levels of a virtual circle on an iris image to characterize the texture of the iris. Iris matching was based on two dissimilarity functions. It is tolerant to illumination variation, but only feature extraction and matching algorithm were considered.

The usage of the fourth-level high frequency information of an image’s 2-D Haar wavelet transform for feature extraction was employed by Lim et al. (2001). The fourth-level details of an image’s wavelet decomposition contain essentially very low frequency information. Their method did not effectively exploit middle frequency components of the iris which play an important role in recognition as well (Daugman 2001). Wildes et al. (1996) proposed a prototype system based on automated iris recognition, which registered iris image to a stored model, filtered with four resolution levels and exploited spatial correlations and Fisher linear discrimination for pattern matching. This system is very computationally demanding. In another work, global texture features of the iris were extracted by means of well-known Gabor filters at different scales and orientations (Ma et al. 2002 Vol. I). Based on the experimental results and analysis obtained, the study further constructed a bank of spatial filters, whose kernels are suitable for iris recognition, to
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represent local texture features of the iris and thus achieved much better results (Ma et al. 2002 Vol. II). The drawback of this method is the size of the kernel influences the flexibility and precision of the spatial filters. The size of the kernel is limited by the processing capability of the computer system.

Most existing methods for iris recognition generally used small image sets for performance evaluation, and only the method by Daugman in 2001 and 2003 has been tested on a larger image database involving over 200 subjects. Apart from the mentioned drawbacks with previous works, all the mentioned methods are based on software implementation. Software simulations are useful for investigating the capabilities of design models and creating new algorithms; but hardware implementations remain essential for taking full advantage of parallelism and provide an increase in speed and performance. Recognition systems developed in software have several drawbacks. A limiting factor is that the size of a recognition system is limited by the size of the system that runs the code for the recognition system.

In this work, a hardware-based iris recognition system implemented on a Field Programmable Gate Array (FPGA) is proposed. FPGA is one of the most sophisticated types of programmable logic device. It provides a much higher speed as compared to software simulation (Mohd-Yasin et al. 2003). FPGA was chosen because it greatly reduces the size, offers a higher reliability, improved security, higher performance, higher accuracy and also the ability to add on features easily (Mohd-Yasin et al. 2003). In addition, the design cycle is significantly reduced, where all levels of hardware descriptions can be verified through simulations. The design can then be synthesized to gate-level netlists without further effort (Huang et al. 2002). FPGA offers the benefits of high integration levels without the risks or expenses of semi-custom and custom IC development. FPGA devices can be reconfigured to change logic function while resident in the system. This capability offers a new degree of freedom not available with the other types of logic. By using FPGA, hardware can be changed as easily as software. Design updates or modifications are easy, and can be made to products already in the field. An FPGA can be reconfigured to perform different functions at different times. These advantages have made FPGAs very popular for system prototyping.

The architecture employed to perform iris recognition was the multilayer perceptron (MLP) architecture with backpropagation algorithm. It is the most frequently used architecture and learning algorithm in the field of neural network (NN). The rationale underlying the application of NN techniques for iris recognition is that NN possesses efficient pattern recognition capability and their ability to handle noisy data. It relies on parallel data processing and is a technologically powerful and flexible tool. NNs can be used to solve complex problems with a comparatively small amount of effort (Florence et al. 2004). Apart from that, the use of FPGA to implement the architecture of the NN is especially attractive in enhancing the capabilities of NN. As NNs are parallel structures, real time processing can be achieved through hardware implementation. FPGA allows all of the system calculations to be done directly in parallel. Thus contributing to a significant increase in performance compared to a system implemented in software where the numerous internal calculations are compiled into multiple individual commands for a processor to complete sequentially.

Based on the discussions above, it is clear that the method used in this work employing hardware design results in a recognition system with a significant increase in speed, performance, reliability, security, accuracy and a reduction in size. The novel iris recognition system in hardware allows high operating frequencies with only modest processing power as well as simplified design in hardware and software. This research also presents a new algorithm using VHDL (VHSIC Hardware Description Language) that is fast, simple and easy to debug or make changes in. These added benefits coupled with a short design cycle definitely contribute to the area of iris recognition system.

**DESIGN METHODOLOGY**

The construction of the iris recognition system is based on the conceptual block diagram as shown in Figure 1. The objective of image processing is to improve the pictorial information for human interpretation and processing. An iris image contains not only the region of interest (iris) but also some unwanted parts. Moreover, a change in the camera-to-eye distance may result in the possible variation in the size of the same iris. In addition, the brightness is not
uniformly distributed because of non-uniform illumination. Therefore, before the process of feature extraction of the iris, the image needs to be preprocessed to localize and normalize the iris to reduce the influence of the factors mentioned above. Matlab was used to read the file containing the iris images, where it can display each pixel of the iris images.

Histogram equalization is then performed if the image contrast is low. This is followed by changing gray level images to binary images. The center coordinate and radius of the iris is then located. The method employed compared with a moving circle to change the radius slowly until the radii match the iris radius of the iris. The result returned the center coordinate and the radius of the circle. Next, the iris is reconstructed from the original image. Cropping is performed on the iris to extract useful image information and to construct it into a smaller image. To crop the image, information such as the initial coordinate and size of the rectangle containing the image is supplied. Finally, the pupil of the iris is eliminated and the maximum size of the pupil is obtained. The pupil is cropped with the maximum size of the pupil for the entire image.

The NN was implemented using MLP architecture with backpropagation algorithm. MLP is a feed-forward, layered network, containing one input layer, at least one hidden layer, and one output layer. The backpropagation algorithm is employed to train the MLP that modifies network weights to minimize the mean squared error between the desired and actual outputs. The network is configured to enable any combination of number of input neurons, hidden neurons and output neurons. In this paper, a three layer NN is used. The input layer consists of three neurons; hidden layer consists of two neurons and the output layer consisting of one neuron. The rationale for choosing a smaller architecture is to reduce the complexity of the system, consume less area, faster, but at the same time able to produce good results. This can be seen in the results section. The hidden layer and output layer neurons utilized the sigmoid transfer function to generate an output. The random number generator and normalization circuit is added to initialize the weights of the NN and to process the input data to a suitable range. The network parameters in the learning algorithm formulation were determined using Equations (1) and (2).

\[
\text{Error, } e_k = (o_k - d_k)
\]  

\[
\text{Squared error, } E = \left(\frac{1}{2}\right) \times \sum_{k=1}^{K} e_k^2,
\]

where \(o_k\) is the actual output of a neuron and \(d_k\) is the desired output.
where $e_i$ is the error, the factor of $\frac{1}{2}$ is to simplify the computation in the later stage and $K$ is the total number of layers. The weights between the layers at time $(t+1)$ is calculated using Equation (3).

$$W_j^k(t+1) = W_j^k(t) + \Delta W_j^k(t)$$

where $j$ is the neuron number and $\Delta W_j^k(t)$ is the weight adjustment using gradient descent rule determined using Equation (4).

$$\Delta W_j^k(t) = -\eta_{j_{k}} \frac{\partial E}{\partial W_j^k(t)}$$

where $\eta_{j_{k}}$ is the learning rate for weights between the layers.

Finally, the output of neuron at $k$-layer is given by Equation (5).

$$O_j^k = f^k(\Lambda^k)$$

where $f^k$ is the activation function and

$$\Lambda^k = \sum_i (O_i^k W_j^k)$$

The NN is trained using vector features of different iris images from the data bank. The vectors are in pixel form. The image size was 300x300 pixels. It was not suitable to be fed into the network as the data is too large and will consume a lot of computation time. The size of each iris is not the same too. Therefore, the iris images were transformed into the amplitude spectrum of the images. The amplitude spectrum of the image gives the correlation of the pixel. The iris image was transformed into a rectangular form by taking the pixel in 1800 as the initial point and turned clockwise until it reaches the initial point. Then, Discrete Fast Fourier Transform is performed on the image. The original transformation of Discrete Fast Fourier Transform is to change the representation to polar coordinate. The amplitude spectrum of the image after the polar transformation is shown in the Figure 3. The spectrum shows that most of the information is assembling in the middle of the image. The middle neighborhood data of the amplitude spectrum has significant value when compared with the maximum amplitude. This neighborhood data is extracted from the amplitude spectrum.

![Figure 3. Amplitude spectrum of polar transform](image)

The amplitude is then normalized. The image is resized by using zero order prior to feeding into the network. The enhancement is important in order to retain the entire image structure while resizing the image to a smaller size. Figure 4 shows an amplitude spectrum that was cropped and normalized. The output of the NN block is fed to the output results block. The purpose of this block is to compare the recognition results of the iris images obtained in the testing phase with the actual trained iris. If both of them are matched, then the output will display the number of the particular iris or else it will display 0.

![Figure 4. Amplitude spectrum after cropping and normalization process](image)

SOFTWARE IMPLEMENTATION

The whole design is described using IEEE-compliant VHDL language. Hardware description language was developed to describe how hardware behaves. Optimization to the VHDL code was performed to reach a much higher speed. A top-down design approach is employed where the design is divided into five entities in which four of them are linked by top-entity, MATCHING.

The four entities are INPUT, HIDDEN LAYER, OUTPUT LAYER and BACKPROPAGATION LAYER.
Figure 5 illustrates the structural view of the system. Each distinct module performs a specific function as stated below:

(a) INPUT: The input layer consists of three neurons. The purpose of the input layer is to act as a buffer between the input data consisting of the iris images and the hidden layer neurons. The three neurons accept the vector of the iris images in pixel form.

(b) HIDDEN LAYER: The hidden layer consists of two neurons that utilize a sigmoid transfer function. The developed NN is divided into three modes of operation, which are random weight generation mode, training mode, and testing mode. The random weight generation mode generates random weights for each neuron. It uses a random number from 0 to 1024 to generate the desired number using Equations (6)-(8):

\[ X(n) = A + (B - A) \times R(n) \]  
\[ \text{where,} \]
\[ A \text{ and } B \text{ are the limits of the interval} \]
\[ X \text{ is a random number between } A \text{ and } B \]
\[ R \text{ is a random number between 0 and 1} \]
\[ \text{Given interval } A = -1024 \text{ and } B = 1024 \]
\[ \text{Thus, Equation (6) is reduced to,} \]
\[ X = -1024 + (2048 \times R) \]  
\[ \text{(7)} \]

In this work, the network is fed with random numbers ranging from 0 and 1024. Hence, the following formula is applied to the network instead of Equation (7).

\[ X = -1024 + (2048 \times R/1024) \]
\[ = -1024 + (2^8 \times R) \]  
\[ \text{(8)} \]

The value of 1024 is chosen because it is a power factor of 2. This is important since only values of power factor of 2 can be used in the division arithmetic operation for synthesis.

In the second mode of operation, the forward mode, the network propagates forward its inputs to produce outputs. Each of the hidden layer neurons multiplies each of the three input data attributes by a unique internal weight generated by the random weights generator. These three results are added together and applied to the internal transfer squashing function that is the sigmoid function. The output of the transfer function is the activation output of the neuron. The output of the each hidden layer neurons is fed to the output layer neurons. In this mode, the network is used purely in the testing phase to perform iris recognition.

The third mode, the backward propagate mode is used to train the NN. The back propagation learning algorithm is applied in this process. This backpropagates the error computed by the network in order to adjust the weights and the threshold to minimize the error.

(c) BACKPROPAGATION LAYER: The back propagation is active in the third mode. It is located after the output layer neuron to calculate the output error and adjust the weights according to the back propagation learning algorithm. The adjusted weights are fed back to the hidden layer neurons.

(d) OUTPUT LAYER: The output layer consists of one neuron that utilizes a sigmoid transfer function. The output layer neurons multiply each of the two input data values from the hidden layer neurons by a unique internal weight generated by the random weights generator. The two results are added together and applied to the internal sigmoid transfer function. The output is the activation of the output layer neuron, which represents the activation of the entire NN chip. This layer performs the same modes of operation, random weights generation, normalization method, and piecewise linear approximation of the sigmoid function as the hidden layer.

HARDWARE IMPLEMENTATION

Hardware implementation is the unique abstract of this work and the compilation process is repeated with different synthesis options in order to properly trade-off between area and speed. The project was successfully configured and downloaded to the Mercury EP1M120F484C5 FPGA, tested and validated. The Mercury EP1M120F484C5 device features 4800 logic cells. Altera's Quartus II version 4.0 is the software that was used in the coding, design, compilation and testing of the entire project. The project utilized a total of 4157 logic cells. The system could run at a very high frequency \( F_{\text{max}} \) of 121.87 MHz.
RESULTS AND DISCUSSIONS

An extensive training and testing was conducted in order to demonstrate the efficiency and feasibility of the proposed method. The overall recognition accuracy is obtained by performing timing simulation. The system produced a recognition accuracy of 98.5% using test and training sets consisting of 1000 data samples. The percentage of correct recognition is calculated using Equation (9).

\[
\text{\% of accuracy} = 100 - \left( \sum_{n=1}^{N} \frac{X - Y}{X} \times 100 \right) \div N
\]

where,
- \(N\) = No. of samples,
- \(X\) = Actual iris vector,
- \(Y\) = Predicted iris vector

The system functions in two different modes, namely training mode and testing mode. Figure 6 is a sample timing diagram of testing the network. In training mode, the iris vectors are fed into the network iteratively. The training process is done between 0 ns to 36000 ns. This process is activated by selecting mode “01”. The first 100 ns are used to initialize the weights of the hidden layer neurons and the output layer neurons. This process is done in mode “01”. At 100 ns, the training phase for the NN chip is started. Inputs to the input layer neuron paired with a desired output are fed to the network. The desired output is the signature, which is chosen to recognize different iris images. Weights are adjusted to minimize the output error. During the training phase, weights generated by the random weight generator were randomly tested. It has been observed that the value of output error is reduced as more input is fed into the network. The weights are adjusted so that the probability of the next input obtaining its desired output is higher. In the training mode, the input to the network is first normalized before the calculation is performed.

Testing phase is performed between 36100 ns and 36800 ns. This process is done in mode “11”. Similar to the training phase, the network must pass through the weights initialization process before testing is performed. The weights of the NN are considered to have reached its local or global minimum at this period. There was no adjustment of weights during testing and thus no output error was calculated. It is observed that the values of the variables stop changing at 36100 ns.

It is also observed that changes in weights are less frequent as the network approaches 36100 ns. The reason behind this is that the network

\[
\begin{array}{|c|c|}
\hline
\text{hidden error} & 134 \\
\text{hidden error} & 123 \\
\text{input} & 92 \\
\text{input} & 95 \\
\text{input} & 94 \\
\text{mode} & 3 \\
\text{normalized hidden layer} & 400 \\
\text{normalized hidden layer} & 950 \\
\text{normalized input node} & -10000 \\
\text{normalized input node} & 5000 \\
\text{normalized input node} & 5000 \\
\text{normalized input node} & 5000 \\
\text{normalized input node} & 5000 \\
\text{output desired} & 590 \\
\text{output error} & 3 \\
\text{output hidden control} & 306 \\
\text{output hidden control} & 130 \\
\text{output output} & 134 \\
\text{switch output} & 10 \\
\text{random1} & 296 \\
\text{random2} & 035 \\
\text{random3} & 339 \\
\text{random4} & 810 \\
\text{random5} & 249 \\
\end{array}
\]

FIGURE 6. Simulation results taken at 36100 ns.
has almost reached its global or local minimum after performing the backpropagation learning algorithm. The simulation is stopped at 36800 ns and the testing phase is completed.

PERFORMANCE COMPARISONS

Hardware Implementation Alternatives

In regard to the designated hardware realization, Table 1 lists the implementation performance and comparison study using a few selected FPGA devices. Each type of FPGA family consists of several devices based on total logic cells and speed.

In optimizing the design, the goal was to choose a balance between frequency/speed (maximum throughput) and area (least gates). These factors need to be taken into account when selecting a suitable device. The project was successfully synthesized using Mercury EP1M120F484C5 device family from Altera Corporation as it utilized the lowest area (smallest number of logic cells consumed) and offered the highest frequency.

From Table 2, it can be seen that the method proposed by Daugman (2001) yielded the highest result. However, the system of Daugman concentrated on ensuring that repeated image captures produced irises on the same location within the image, had the same resolution, and were glare-free under fixed illumination. The work by Ma et al. (2002) employing the use of a bank of spatial filters produced the second highest accuracy at 99.19%. However, the size of the kernel influences the flexibility and precision of the spatial filter. The size of the kernel is limited by the processing capability of the computer system. This method also suffers from a high computation power.

It is also observed that all the methods above are based on software implementation. Often, many practical applications involving recognition systems require large computational power to cope with complexity or real-time constraints. Often such power is not available and is very costly. In addition, software implementation must run on computers or large machines and this poses a constraint on space and makes a classifier system less portable. On the other hand, hardware implementations already provide, for many applications, adequate power and gates in a single chip package (John & Richard 1995). Thus, the method in this study is much more computational and implementation efficient.

### Table 1. Implementation performances

<table>
<thead>
<tr>
<th>Family</th>
<th>Device</th>
<th>Area</th>
<th>( F_{\text{max}} ) (MHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Apex20KC</td>
<td>EP20K200CQ240C7</td>
<td>4158/8320</td>
<td>49.98% 84.57</td>
</tr>
<tr>
<td>ApexII</td>
<td>EP2A25B724C7</td>
<td>4159/24320</td>
<td>17.10% 85.47</td>
</tr>
<tr>
<td>Flex10K</td>
<td>EPF10K20RC240-3</td>
<td>4157/1152</td>
<td>not fitted 55.56</td>
</tr>
<tr>
<td>Mercury</td>
<td>EP1M120F484C5</td>
<td>4157/4800</td>
<td>86.60% 121.87</td>
</tr>
<tr>
<td>Apex20ke</td>
<td>EP20K200EFC672-1X</td>
<td>4162/8320</td>
<td>50.02% 120.75</td>
</tr>
</tbody>
</table>

### Table 2. Performance comparisons

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy (%)</th>
<th>Recognition time (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boles &amp; Boashash (1998)</td>
<td>92.64</td>
<td>11.0</td>
</tr>
<tr>
<td>Daugman (2001)</td>
<td>100</td>
<td>4.3</td>
</tr>
<tr>
<td>This study</td>
<td>98.5</td>
<td>0.0368</td>
</tr>
<tr>
<td>Wildes et al. (1996)</td>
<td>-</td>
<td>401.0</td>
</tr>
<tr>
<td>Ma et al. (2002) Vol.I</td>
<td>94.91</td>
<td>7.5</td>
</tr>
</tbody>
</table>

Comparison among Related Works

In order to examine and analyze the effectiveness and feasibility of the proposed approach, a comparison with related work in terms of percentage of accuracy and computation time was made and presented in Table 2. The data set that was used in this study is a combination of samples collected from the related works and generated samples.
Table 2 also shows an ideal case study to compare speed on software-developed systems and hardware-developed systems by referring to the recognition time produced by the different methods. It is obvious that the method in this study achieved the fastest recognition time of 0.0368 ns. This time refers to the NN recognition time. This validates the claim that hardware implementation provides a higher speed as compared to software simulation.

The method by Daugman (2001) ranked second with a recognition time of 4.3 ns. This is because the method employed can compute the distance between a pair of feature vectors by the XOR operation. If the XOR operation is performed using some optimization schemes in C/C++, the running time for matching can be significantly reduced. That is, Daugman’s method is efficient to make one-to-many search in a large-scale database. The method by Wildes et al. (1996) requires the highest recognition time of 401 ns as the method employed is very complex and computationally demanding. This shows that limitations exist for software implementation in which they will never be fast enough as compared to hardware platforms.

CONCLUSION

An approach of using FPGA for the realization iris recognition system is presented. The performance of the recognition system is encouraging. The results reveal that the proposed approach is computationally simple, and exhibits a good balance of flexibility, accuracy, speed, size and design cycle time. These important characteristics are needed to design a good recognition system. Comparisons and results presented validate the successful implementation of an iris recognition system.

REFERENCES
