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ABSTRACT 

 
Little attention has been paid to why individuals are addicted to Internet-related experiences. 
This research identifies a key driver of technology addiction by combining three perspectives: 
behavioural science, economics, and psychoanalysis. Behavioural science reveals that 
technology addiction is produced by well-designed technology that fulfils humans’ 
fundamental needs. Capital economy analysis, called surveillance capitalism, offers a new 
interpretation of the data-driven economy, in which Internet technology enterprises collect 
feedback from users’ experiences and use said feedback to improve their products. The data 
accumulation logic facilitates automatic thinking and the modification of users’ behaviours to 
make a profit for the enterprises. Psychoanalysis clarifies the relationship between 
surveillance power and behavioural changes in society. The Panopticon, a central observation 
tower with a circle of prison cells, achieved an automatic function of power to control 
individuals’ performances and minds. Technology addiction is a symptom of the modern 
Panopticon because a common mechanism works between the Panopticon and surveillance 
capitalism, occupying individuals’ time and space and executing the automatic function of the 
surveillance power that facilitates behavioural modification. We conclude that depriving 
individuals of both time and space is a key driver of technology addiction that threatens 
sovereignty in a data-driven economy. We also provide three solutions to technology addiction: 
acknowledgement of the benefits and risks of technology use, acceptance of the complexity 
underlying technology-related issues, and protection of individual sovereignty.   
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INTRODUCTION 
 

People in the twenty-first century cannot spend a day without digital technology that fulfils the 
human need for stimulation, communication, and environmental changes. Indeed, 59% of the 
global population (approximately 6.57 billion people) actively uses the Internet, and the 
average smartphone user spends 2 hours and 51 minutes on his device each day, touching his 
device about 2,617 times (Zuckerman 2020a; Zuckerman 2020b). The extreme use of 
technology hinders individuals’ ability to resist checking, scrolling, and clicking on their phone. 
Technology addiction involves a loss of control over technology use, without regard to the 
negative consequences these reactions have on the individual or others. Psychological literature 
focuses on the negative impacts of technology addiction that interfere with work, education, 
family, social lives, and physical and emotional functioning (Block 2008; Das et al. 2017; 
Ferraro et al. 2007; Morahan-Martin & Schumacher 2000; Turel, Serenko & Giles, 2011). 
However, little research has identified a key driver of technology addiction from multiple 
perspectives.  
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This research will explore what behavioural, economic, and psychological mechanisms 
exist behind technology addiction. Behavioural science focuses on the surprising causes and 
nature of technology addiction (Alter 2017), which enhances our understanding of why we 
experience an irresistible need to engage with technological devices in this global pandemic of 
technology addiction. Behavioural science, however, does not sufficiently explain the 
relationship between technology-addicted behaviours and the data-driven economy. Given that 
individual behaviours are embedded into economic activities in the global market, Internet 
users’ behaviours may be promoted by Internet service providers. An economic perspective, 
such as surveillance capitalism, as proposed by Zuboff (2019), widens our views to understand 
what economical mechanism exists in the modern digital era. A new interpretation of the digital 
economy in the twenty-first century reveals that technological interventions, such as nudges, 
change individuals’ behaviours, which finally makes profits for the digital service providers. 
The critical issue in the data-driven economy is the threat of individual sovereignty; Internet 
users are not aware of their behavioural modification while they use the technology services. 
This issue, however, has existed for a long time, and Michel Foucault, an advocate of 
surveillance study, analysed the mechanisms of surveillance power in the modern society. The 
interdisciplinary perspective of behavioural science, economics, and psychoanalysis will 
identify why we are addicted to technology and how we can mitigate its negative impacts while 
still receiving its tremendous benefits. 
 
 

METHODOLOGY 
 
This research used an interdisciplinary, qualitative inquiry approach, with a literature review 
in the fields of behavioural science, economics, and psychoanalysis. A qualitative inquiry 
offers new views and discoveries on phenomena when existing theory is insufficient or unable 
to explain said phenomena (Butler, O’Hare, Kestenbaum, Sayre, and Wong 2021). Specifically, 
an interdisciplinary, qualitative inquiry introduces new divisions of knowledge, building upon 
conventional and segregated divisions of knowledge in the social sciences, which are subjected 
to reform, reconstruction, and criticism in certain fields (Greckhamer et al. 2008). An 
interdisciplinary, qualitative inquiry, coupled with behavioural-economic-psychological 
perspectives, was employed to identify a key driver of technology-addicted behaviours in the 
surveillance capitalism economy. Firstly, this research adopted a behavioural science 
perspective to reveal a behavioural mechanism of technology addiction. Then, it used an 
economic perspective to find a new interpretation of capitalism by analysing Internet-related 
experiences in a data-driven economy. Finally, this research focused on psychological 
perspectives of surveillance power.  
 

 
RESULTS AND DISCUSSION 

 
Behavioural Mechanism of Technology Addiction 

 
Behavioural science reveals a paradox between technology and human behaviours; Internet 
technology is compelling enough to be believed to effectively use time and space, yet users 
cannot resist spending several hours viewing a screen. Why does such a paradox occur? A 
leading factor of our experience is technology addiction, an unprecedented, global pandemic 
of addiction to screens (Alter 2017). Owing to the widespread use of the Internet, technology-
addicted behaviours have become more mainstream than before. Technology addiction 
involves a psychological dependence on the Internet, which is characterised by an excessive 
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investment of resources on Internet-related experiences, negative feelings during offline time, 
and a high level of distress while waiting to be connected to the Internet (Potenza 2006). 
Researchers, educators, and mental health professionals should pay attention to technology 
addiction, which is just as important as substance addiction. Substance addiction, such as an 
addiction to alcohol or drugs, has existed for the past several centuries (Alter 2017; Maddux & 
Desmond 2000; Potenza 2006). A critical difference between substance addiction and 
behavioural addiction is that behavioural addiction does not directly introduce chemicals into 
the body (Alter 2017). Nevertheless, behavioural addiction produces the same effects as 
dependence on a substance, and a loss of behavioural control eventually brings about 
significant difficulties in major personal domains, such as psychological health, interpersonal 
relationships, employment, and education (Alter 2017; Davis 2001; Potenza 2006; Shapira et 
al. 2000; Young 1998). This is because substance and behavioural addictions activate the same 
brain fields to fulfil the fundamental human needs for social participation, social support, 
mental simulation, and a sense of effectiveness (Alter 2017). We must not leap to the 
conclusion that we should avoid an excessive use of the Internet; indeed, there is debate 
whether it is appropriate to label an excessive use of the Internet as an addiction (Potenza 2006). 
Rather, we should investigate what aspects of digital technology meet humans’ fundamental 
needs and what technological mechanism facilitates addicted behaviours.  

Alter (2017) maintains that there are six elements of technology that hinder individuals’ 
ability to resist using it: goals, feedback, progress, escalation, cliffhangers, and social 
interaction. These elements fulfil users’ basic needs in many ways. Small and compelling goals, 
progress, and escalation meet the users’ needs for effectiveness and mental simulation (i.e., the 
cognitive ability to imagine actions and the probable results). Goal setting in one’s personal 
life is an efficient way to consider how to spend a limited amount of time and energy on a 
project, and individuals can easily manage overwhelming goals if the goals are broken into 
smaller ones (Alter 2017). Digital technology services provide small and compelling goals 
based on this nature of human behaviours (Alter 2017). A pitfall is that the goals in digital 
technology services are uninvited; technology users unintentionally pursue goals that digital 
service providers predetermine. For example, social media is designed to seek followers and 
likes when users sign up for an account (Alter 2017). While the number of followers and likes 
may not be a goal that users want to pursue, they have no choice but to accomplish the goal 
displayed on the screen. Some users may experience the pleasure of progress from 
accomplishing the goal, but a new goal appears when they reach the initial goals. In addition 
to the never-ending pursuit of goals, the escalation of difficulty hooks users (Alter 2017). 
Nintendo Tetris is an easy game at first, but the game gets more difficult when users progress 
to later stages (Alter 2017). This illustrates that continual progress and escalation of hardships 
endlessly stimulate users’ mental need to solve a new challenge. A vicious combination of 
goals, progress, and escalation produces an addictive experience—in consequence, many users 
tend to spend far more time on social media services than they expect.  

Moreover, positive feedback and strong social connection fulfil a fundamental need for 
social interaction. Humans are social beings who interact with others to collect feedback; 
importantly, individuals have a desire to perceive themselves as valuable, worthy, and good 
(Toma and Hancock 2013). This fundamental need is strengthened in a developmental process. 
Personal development from a younger age involves learning to receive as much feedback as 
possible from one’s surroundings, and adults cannot stop this habit even after maturing (Alter 
2017). Online social networking sites (SNSs) best fulfil the needs for social connection and 
feedback. It is well known that Facebook was the first social media site to introduce the like 
button, and similar functions of the like button have become popular in other social networking 
services (Alter 2017). The reason for the widespread use of SNSs is real-time, positive 
feedback that promotes interactive communication among users who seek social feedback. 
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Some studies suggest that SNSs tap into the needs for social support and self-expression by 
offering a social platform in which users connect with others to share similar interests (Kuss & 
Griffiths 2017; Riva, Wiederhold & Cipresso 2016). Moreover, accumulating evidence shows 
some positive impacts of SNSs; positive feedback on posted content has positive associations 
with self-esteem and well-being and a negative association with loneliness (Bazarova et al. 
2015; Burke, Marlow & Lento 2010; Burrow & Rainone 2016; Oh, Ozkaya & LaRose 2014; 
Valkenburg, Peter & Schouten 2006).  

Despite the fact that SNSs seem to perfectly meet the needs for social connection, SNSs 
are notorious for providing meaningless feedback that facilitates users’ sensitivity to negative 
information. Instagram users give likes and positive comments to one photo, and the feedback 
mechanism helps the users understand which photo is more valuable than others (Alter 2017). 
This social feedback mechanism, however, does not explain the meaning of the number of 
likes; consequently, some users may interpret this to mean that they are worth one hundred 
likes. The vague feedback mechanism strengthens the tendency for humans to adopt positive 
ideas about themselves rather than negative ones (Alter 2017). This strategy may be efficient 
to avoid negative self-esteem; however, Alter (2017) suggests that this causes a new dilemma, 
where users become overly sensitive to negative feedback. This is because a ‘bad is stronger 
than good’ principle is at play here. Truly, the psychological effect of a bad experience 
outweighs the psychological effect of a good experience. As a result, some users may ignore 
negative feedback to maintain their sense of self-worth and narcissism.  

To sum up, the elements are well-designed so that Internet technology services attract 
many users by fulfilling humans’ fundamental need for social interaction. Together, a set of 
small and compelling goals, a sense of progress, and escalation meet users’ needs for 
effectiveness and mental simulation. Still, we should not overlook that these elements may 
result in a waste of time and efforts to achieve unnecessary goals. We also found that positive 
feedback and strong social connection meet the demands of social networking; however, the 
social feedback mechanism amplifies addictive behaviours of seeking positive feedback 
without paying attention to negative feedback from others. Behavioural science clarifies that 
an interplay between humans’ fundamental needs and well-designed technology facilitates the 
consumption of users’ time and effort, which eventually leads to technology-addicted 
behaviours. Yet, why do digital technology services need to attract so many users? What is the 
purpose of users’ behavioural changes? We will further explore these questions from an 
economic perspective. 
 

Data-Driven Economy and Surveillance Capitalism 
 
The user experience in a data-driven economy can be a new resource in which capitalists invest 
money to make a profit. Users consume time and space to interact with Internet services, and 
the result of the interaction can be transformed into digital information. A new logic of data 
accumulation has radically altered twenty-first century capitalism. Zuboff (2019) argues that 
industrial capitalism in the twentieth century was driven by the continuous enlargement of the 
means of production. Industrial capitalism offered a belief that we should invest money in the 
production of goods and services to make more profits because mass production was thought 
to increase wealth. By contrast, surveillance capitalism in the twenty-first century is driven by 
the continuous enlargement of the means of behavioural modification in a digitally connected 
environment (Zuboff 2019). That is, Internet users’ behavioural modification plays an 
important role in producing and improving goods and services in the digital economy market. 
The user experience in surveillance capitalism is regarded as a free resource that can be 
translated into behavioural data (Zuboff 2019). For example, Google is widely recognised as 
the pioneer of big data, and the company has collected users’ data with a new logic of 
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accumulation (Mayer-Schönberger & Cukier 2013; Zuboff 2015). The data accumulation logic, 
for its part, shapes a behavioural value reinvestment cycle; users provide their behavioural data 
for the Big Tech companies, and the companies extract and analyse the data to improve the 
speed, accuracy, and relevance of their goods and services (Zuboff 2019).  

The data accumulation logic appears to be efficient to build a win-win relationship 
between technology providers and their users. Yet, this produces surveillance power that 
influences humans’ decision-making and behaviours. In a data-driven economy, users’ most 
predictive behavioural data leads to profitable outcomes; therefore, users’ behaviours are 
modified and shaped by technological intervention (Zuboff 2019). For instance, nudging is a 
popular intervention wherein Internet users are required to use their judgement in choice 
environments. Digital nudging involves user-interface factors that affect human behaviour in 
digital choice environments (Djurica & Figl 2017). A recommender system, one of the 
examples of digital nudging, provides customised, nudge-based recommendations when a user 
purchases goods and services in an online shop. Nudges appear to be effective for users to 
make smart decisions because they reduce users’ cognitive efforts to collect and compare all 
the information by facilitating an unconscious, rapid, and automatic cognitive processing (i.e., 
thinking, reasoning, decision-making, and judgement) (Djurica & Figl 2017; Evans 2008). This 
heuristic approach, called a System 1 process, was coined by Kahneman and Frederick (2002). 
Yet, the overuse of nudges may deteriorate consciousness and deliberately hasten cognitive 
processing, thus hampering the ability to make thoughtful, rational decisions. This is called a 
System 2 process (Kahneman and Frederick 2002). The point here is that technology 
intervention predetermines users’ behaviours, and the users unconsciously modify their 
behaviours based on automated and quick decisions rather than effortful and slow decisions. 
Finally, this increases automated behaviours in a data-driven economy. In fact, the goal of 
surveillance capitalism is not only to automate information flows but also to automate humans 
(Zuboff 2019). This is because automated thinking and behaviours are favourable for those 
who gain profits in surveillance capitalism. Who are the major beneficiaries in surveillance 
capitalism? The main customers in surveillance capitalism are enterprises that sustain their 
future in the market (Zuboff 2019). In other words, Internet users consume time and space not 
for themselves but for service providers. 

Basically, surveillance capitalism offers new interpretations about contemporary 
capitalism in the digital era. Internet users’ behavioural changes are designed to accumulate 
data and improve products, eventually resulting in a profit for enterprises. We discussed that 
the data accumulation logic produces surveillance power in the data-driven economy. 
Automated behaviours, stimulated by technological interventions, appear to be unique 
symptoms in the twenty-first century; however, we would argue that the fundamental 
mechanism underlying surveillance capitalism is not new because surveillance power and 
automatic human behaviours existed before the advancement of the Internet. We will further 
discuss the relationship between surveillance power and human behaviours from a 
psychoanalytic perspective, which helps identify a key driver of technology-addicted 
behaviours in surveillance capitalism.  
 

Psychoanalytic View of Surveillance Power 
 
Psychoanalysis made its crucial contribution to understanding how to discipline and control 
the individual. Michel Foucault, a distinctive figure in psychoanalysis and surveillance studies, 
put forward a lucid analysis of surveillance power in the disciplinary society. According to 
Foucault (1977), all institutions (such as prisons, schools, factories, and hospitals) share a 
common role in accommodating individuals in a certain time and location, and the individuals 
are required to behave in a particular manner. Foucault further suggests that surveillance power 
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is intensively allocated to the abnormal individual to restrict her/him and change her/his 
behaviours for normalisation. His analysis indicates two points to understand the relationship 
between surveillance and individuals’ behavioural changes.  

Firstly, a judgement of normalisation exists everywhere in institutions, and it yields 
institutions’ surveillance power and individuals’ behavioural changes. For example, teachers 
educate students at schools, executives manage their employees at workplaces, and doctors 
provide medical advice for patients at hospitals. These behaviours are based on the institutional 
norms in a particular field of knowledge, and almost all individuals’ aspects, including the 
body, mind, and attitudes, are subjected to alteration for this normalisation. What is the purpose 
of the normalisation? Why do institutions execute surveillance power for normalisation? 
Foucault analyses the composition of forces by observing the force of a troop, suggesting that 
normalisation occurs for economic reasons. For instance, the process of training, maintaining, 
and arming the troops makes each soldier useful, and it maximises both efficiency and benefits 
to the troops by achieving a specific result. Foucault’s analysis indicates that normalisation and 
the modification of individual behaviours are effective ways to achieve specific goals of the 
whole entity. This power mechanism shares a common point in the data accumulation logic in 
surveillance capitalism; the data acculturation logic produces the norm of user behaviours, and 
the service users modify their behaviours to respond to the technological intervention, which 
eventually leads to a profit in the economy market.  

Another implication is that surveillance and obedience are produced by individuals’ 
careful time distribution and partitioned spaces. Foucault suggests that a Panopticon, a modern 
architectural building for prisoners, achieved the most effective way to control an individual’s 
time and space. A Panopticon was inspired by the letters and architectural sketchings of Jeremy 
Bentham (1748-1832), an English social reformer (Elmer 2012). The building was a unique 
structure, with one central tower for a single security guard surrounded by many cells for 
inmates. The central tower was designed so that the inmates could not watch the inside of the 
central tower. A Panopticon increased the effectiveness of permanent surveillance because ‘the 
inmate must never know whether he is being looked at any one moment; but he must be sure 
that he may always be so’ (Foucault 1977, 201). That is, it does not matter who executes the 
surveillance power because the inmates in a cell look at a situation from the viewpoint of the 
surveillant. This perspective helps the inmates internalise surveillance power in their mind and 
body by sensing that they could be observed anytime and anywhere. 

We would argue that a Panopticon has been revived in surveillance capitalism, although 
researchers in surveillance studies have lost their interest in using a Panopticon to understand 
the contemporary surveillance society in different models (Bauman 2000; Caluya 2010; 
Koskela 2003; Lyon 2001; Norris & Armstrong 1999; Poster 1990). Occupying digital service 
users’ time and space executes surveillance power and obedience in a data-driven economy. 
Unlike the inmates in a Panopticon, digital service users are not accommodated in a building. 
This means that they may not be aware of observation or control power. However, the data 
accumulation logic produces the automatic functioning of surveillance power with 
technological interventions. As can be seen in nudging, the interventions are relevant but 
subtle; therefore, individuals rarely notice that they are being watched, and being nudged to 
change their behaviours when they spend long hours in a digital space that digital service 
providers offer. This eventually reveals technology-addicted behaviours in daily life.  

Together, time and space are key drivers of executing surveillance power that 
normalises human behaviours. A Panopticon achieved the automatic functioning of 
surveillance power, and a similar mechanism works in surveillance capitalism because digital 
service users are required to normalise their behaviours when they spend time in digital space. 
Yet, the surveillance power in the data accumulation logic may be more influential than in a 
Panopticon because technology interventions are subtle and well-designed enough for users 
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not to sense that they are being observed or hooked. As a result, a modern Panopticon yields 
technology addictions by consuming users’ time and space.  

 
The Basic Assumption of Technology in the Two Realities 

 
The behavioural-economical-psychoanalytical perspective reveals that a key driver of 
technology addiction is surveillance power that consumes individuals’ time and space. The 
freedom to use personal time and space is a fundamental right of human beings, and technology 
is thought to increase the efficiency of time and space. It is certain that technology is a powerful 
tool to increase enterprises’ profits in surveillance capitalism, and Internet service users benefit 
from these technological services. Yet, there is another new reality, wherein Internet service 
users are often threatened with behavioural modification without their consent. As can be seen 
in a modern Panopticon, these two realities of technology reshape surveillance power in the 
digital age. Given this fact, a critical issue of technology is not caused by technology itself; 
rather, humans produce a new form of surveillance power in digital spaces by blending 
technology advancement, the fundamental needs of human behaviours, and the principle of 
making a profit in capital economy. Thus, a core question here is not how to maximise the 
benefit of technology or how to mitigate its negative impacts. Rather, we should focus on how 
to accept two realities to survive and thrive with technology advancement. 

There are three primary ways to survive and thrive in the digital age with these two 
realities. First, we would argue that we should be more aware that technology inevitably brings 
about both benefits and risks for individuals and societies, and we cannot take only the benefits. 
In surveillance capitalism, Internet service users are involved in the data accumulation logic to 
change their behaviours without their awareness, which eventually produces a profit for the 
service providers. If the users would be more cautious about this data accumulation logic, they 
may not change their behaviours as the service providers expect. This could avoid the risk that 
users’ behavioural autonomy in digital services is protected, but this would not increase the 
service providers’ profits. This finally may cause a new risk, where service providers cannot 
ensure their business continuity because of decrease in their profits. Second, we should accept 
that the complexity of technology-related issues, such as technology-addicted behaviour, is 
produced by many factors, including a combination of technology, human behavioural patterns, 
and an economic principle of capitalism. As previously discussed, if we attempt to abolish the 
negative impacts of technological issues, it will merely give rise to a new economic issue 
because the addicted use of technology is closely related to the principles of a capitalist 
economy. Third, we should not be pessimistic about technology’s inevitability or complexity. 
It is true that we simply cannot avoid some of the negative impacts of technology. Yet, we 
should remember that individuals can take ownership of their time and space, regardless of the 
technological benefits or risks. That is, basic human rights ensure individuals’ freedom to 
spend their time and space as they please. Because some digital interventions are invisible, we 
may seldom notice that we consume a lot of time and space in digital technology services. The 
idea of a modern Panopticon helps us keep in mind that we should more seriously realise that 
time and space are limited resources. There are important questions we must ask ourselves, 
including: Who is the owner of one’s time and space? What is the purpose of using technology? 
And what kinds of benefits and risks should individuals accept from technology?    
  
 

CONCLUSION 
 
Behavioural science clarified that digital technology services are designed to meet users’ 
fundamental needs, which leads to technology-addicted behaviours, wherein users spend 
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excessive time and efforts in online activities. Economic perspectives revealed that technology-
addicted behaviours are embedded in surveillance capitalism, in which user experiences and 
their outcomes are important resources through which enterprises can make a profit. The 
underlying mechanism of surveillance capitalism is that surveillance power facilitates 
individuals’ automatic behaviours. A metaphor of surveillance power in psychoanalysis 
identified a common point between a Panopticon and surveillance capitalism. The automatic 
functioning of surveillance power occupies individuals’ time and space, which, in turn, 
threatens individuals’ sovereignty. There is no doubt that occupying individuals’ time and 
space produces an automatic functioning of surveillance power, which finally shapes 
individuals’ technology-addicted behaviours in the digital era. We would argue that we should 
spend our daily lives considering the inevitable benefits and risks of technology, the complexity 
underlying technology-related issues, and the importance of protecting individual sovereignty.   
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