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ABSTRACT

The research is about emotion recognition and analysis based on Micro-blog short text. Emotion recognition is an important 
field of text classification in Natural Language Processing. The data of this research comes from Micro-blog 100K record 
related to COVID-19 theme collected by Data fountain platform, the data are manually labeled, and the emotional tendencies 
of the text are negative, positive and neutral. The empirical part adopts dictionary emotion recognition method and machine 
learning emotion recognition respectively. The algorithms used include support vector machine and naive Bayes based on 
TFIDF, support vector machine and LSTM based on wod2vec. The five results are compared. Combined with statistical 
analysis methods, the emotions of netizens in the early stage of the epidemic are analyzed for public opinion. This research 
uses machine learning algorithm combined with statistical analysis to analyze current events in real time. It will be of great 
significance for the introduction and implementation of national policies.
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ABSTRAK

Kajian ini adalah berkenaan pengiktirafan dan analisis emosi berdasarkan teks singkat Mikro blog. Pengiktirafan 
emosi ialah bidand penting dalam klasifikasi teks dalam Pemprosesan Bahasa Semulajadi. Data penyelidikan ini didapi 
daripada rekod Mikro-blog 100K yang berkaitan dengan tema COVID-19 yang dikumpul oleh platform Datafountain, data 
tersebut dilabel secara manual dan kecenderungan emosi teks adalah negative, positif dan neutral. Bahagian empirikal 
menggunakan kaedah pengiktirafan emosi kamus dan pengiktirafan emosi pembelajaran mesin. Algoritma yang digunakan 
termasuklah sokongan mesin vector dan naif Bayes berdasarkan TFIDF, sokongan mesin vector dan LSTM berdasarkan 
wod2vec. Lima keputusan dibandingkan. Emosi netizen di peringkat awal epidemic dianalisis dengan menggabungkan 
kaedah analisis statistik untuk pendapat umum. Kajian ini menggunakan algoritma pembelajaran mesin yang digabungkan 
dengan analisis statistik untuk menganalisis peristiwa semasa dalam masa nyata. Ini sangat penting untuk pengenalan dan 
pelaksanaan dasar negara.

Kata kunci: Mikro blog; pengiktirafan emosi; COVID-19; pemprosesan bahasa semulajadi
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INTRODUCTION

New Coronavirus pneumonia outbroke in early November 
2019 in Wuhan, Hubei, China, Chinese prevention and 
control headquarters had taken effective measures, other 
provinces have provided point-to-point support to Hubei, 
and people in various regions of the country have actively 
cooperated (Zakaria and Singh 2021). At present, there has 

been an inflection point in China’s domestic epidemic, but 
the international situation is not optimistic. By now, the 
virus has spread worldwide. 

During the whole epidemic period, many people all 
over the world had to carry out various activities at home. 
Enterprises actively organized online office and schools 
organized online teaching. These changes and epidemic 
trends have different repercussions in people’s psychology. 



178

Some people are anxious about the epidemic and not used 
to working online, Others are happy for this sudden long 
holiday, because they work at home with their parents and 
children. Some people are worry about their health and 
afraid of being infected by the virus. In response to different 
emotions of different people, China has carried out a series 
of public opinion surveys and public opinion analysis. 
As the second largest social media in China, Micro-blog 
had 316 million mobile phone users by the first half of 
2018, accounting for 32.6% of all mobile Internet users. 
Netizens often express their views and feelings on politics, 
entertainment, society and other issues on social media, 
and express some tendentious views on current affairs 
and policies. For the coronavirus emergency, this research 
collected the Micro-blog data during the rapid growth of the 
epidemic from January 1, 2020 to February 20, 2020 and 
analyzed the emotions of netizens during the epidemic.

Based on the novel coronavirus pneumonia related 
micro-blog news and its comments, this research analyzes 
the impact of the COVID-19 during the epidemic on 
Netizens’ emotions based on the establishment of the 
epidemic situation and the emotional portrait of netizens.

Recently the economy of China is developing rapidly, 
and the society is full of vitality, but at the same time, 
there are many risks and contradictions. For example, 
the coronavirus has led to a great slowdown in China’s 
macroeconomic growth. Similar events or policies will have 
a large or small impact on people’s life and produce some 
different public opinion emotions. The masses’ emotions are 
easily misled by organizations and individuals, resulting in 
bad masses’ antisocial behavior. Therefore, the state must 
find these scattered and spontaneous contradictions in time 
and break them one by one as soon as possible to avoid them 
from growing into serious organized group confrontation or 
even large-scale fierce conflict. How to avoid such things 
and how to really understand the psychology and behavior 
of the masses, we need to analyze the public opinion of the 
mass media that actively share the emotions.

With the vigorous development of Internet related 
technology, the amount of public opinion information 
explosion has increased. One is the huge amount of data, 
the second is a variety of categories, and the third is the 
complicated information background. Such emergencies 
as New Coronavirus and other real-time hot events, it 
will immediately trigger strong reactions from various 
social groups, individuals and different political forces. 
In this case, the use of advanced computer technology, 
statistical technology and relevant algorithms for extraction, 
processing, analysis and judgment can make a rapid and 
comprehensive social problem early warning mechanism 
for event public opinion, and provide strong support for 
governments at all levels to accurately grasp the situation 
of network public opinion scientifically and efficiently do 
a good job in prevention and control publicity and public 
opinion guidance.

This research mainly analyzes the emotion of Micro-
blog short texts in social media during the outbreak of 

COVID-19. Based on this, the government needs to analyze 
the public emotion tendency and master the public emotion 
state in time. This research divides the emotion state into 
negative, neutral and positive, monitors the public opinion 
information, puts forward corresponding policies, or 
downgrades or upgrades the existing policies to control the 
epidemic and keep people’s material and spiritual normality 
to the greatest extent.

This research focuses on the key issues in emotion 
recognition and emotion recognition toward the Micro-blog 
content posted during COVID-19 epidemic, specifically, 
during January 1, 2020 to February 20, 2020, which is a 
period of rapid development of the epidemic. The emotional 
state of people during this period can basically reflect the 
emotional state of people during the whole epidemic period. 
This includes comparing the emotion recognition result on 
five models and analyzing the emotional state of micro-
blog content during COVID-19 epidemic and the effect of 
COVID-19 on Netizens’ emotions.

At present, the popular emotion recognition methods 
in academic circles have two branches, one is the method 
based on emotion dictionary. After constructing the emotion 
dictionary, match and count all kinds of words in the data 
set and choose different weights and operation methods 
for different types of words, to calculate the emotion score 
and further obtain the emotion polarity. The other method 
is based on machine learning algorithm. Firstly, the corpus 
is labeled, then different feature processing is carried out 
according to the characteristics of different languages, 
and then the algorithm is used to classify the data set. Text 
emotion recognition methods have developed greatly, 
especially English text analysis methods. Based on the real-
time information related to the twitter election, Cambridge 
Analytics has established an emotion recognition system 
and recommendation system to respond to the emotions of 
Internet users in time, to help trump win the election. Text 
analysis based on Chinese Micro-blog and English Twitter 
is quite different. Because of China’s complex national 
conditions, large population, long history of Chinese culture 
and profound cultural heritage, Chinese Micro-blog not only 
has changeable themes, more messy contents and different 
lengths, but also has great differences in writing habits 
and expression methods in different regions, classes and 
ages. This study mainly compares the emotion recognition 
effects of several mainstream models on Chinese data sets, 
constructs an emotion recognition evaluation system more 
suitable for the characteristics of Chinese Micro-blog, and 
analyzes the impact of the epidemic on the emotion of 
Internet users on the basis of emotion recognition data.

BASIC CONCEPTS OF TEXT EMOTION RECOGNITION

Text emotion recognition is the process of processing 
and analyzing text data, emotion mining and taking 
corresponding measures using the mining results. Due to the 
continuous development of 5G network, hardware storage, 
cloud computing and other technologies, there are a large 
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number of user led comment data on the Internet (such as 
Taobao, Micro-blog in China) that urgently need to generate 
value for products, events and people. These review data 
express people’s different emotional colors and tendencies 
towards different things or the same things at different time 
nodes.

Huffaker (2010) stated that text emotion usually can be 
divided into two categories: negative and positive. These 
two emotional polarities can be subdivided into joy, anger, 
sadness, happy and praise, neutrality and devaluation. once 
other users review these subjective comments, they can 
understand others’ views on a commodity, service or event, 
so as to make their own final judgment or decision on the 
same or similar things. 

MAIN METHODS INVOLVED IN EMOTION RECOGNITION

The research on emotion recognition began with Pang’s 
(2002a) research on the classification of emotion tendency 
of film review based on supervised learning algorithm and 
Turney’s (2002) research on the classification of emotion 
tendency of text based on unsupervised learning. Many 
emotion recognition studies will use the film review dataset. 
With the rapid development of data mining, many research 
results on emotion recognition continue to emerge and show 
different research topics and development trends. According 
to the sample granularity, it can be divided into fine-grained 
emotion recognition based on short sentences and text 
fragments and coarse-grained emotion recognition based on 
articles and paragraphs. Coarse grained emotion recognition 
is based on the overall emotional tendency of the object to 
a product or event. It mainly uses some method to extract 
the features and train the extracted feature vectors to obtain 
the overall emotional tendency of the article or sentence. 
Fine grained emotion recognition is proposed by Hu and Liu 
(2004) to identify object views based on feature words, view 
words, adjacent words and their co-occurrence frequency.

According to the experimental methods, text emotion 
recognition is divided into three methods: method based on 
emotional dictionary, method based on machine learning 
and method based on deep learning. 

The method based on emotional dictionary mainly 
classifies the text by identifying the emotional words in 
the dictionary. Based on integrating dependency syntactic 
features, Liu et al. (2017) Used K-means clustering algorithm 
to build an emotional dictionary for emotion recognition of 
online product reviews. Based on the traditional emotional 
dictionary, Yang (2014), Turney (2003) and Zhao Changyu 
(2020) respectively introduced the Late Dirichlet Allocation 
(LDA) model and Point Wise Mutual Information (PMI) 
algorithm to study the expansion of emotion dictionary and 
text emotion recognition. The method based on emotional 
dictionary has excellent performance in emotion recognition 
in specific fields, but this method rarely considers the context 
information of the text. Due to the continuous emergence 
of network new words, this method cannot update the 
emotional dictionary in time.

The method based on machine learning uses machine 
learning algorithms such as support vector machine, 
Naïve Bayes and maximum enterprise to analyze textual 
emotion. Pang et al. (2002.b) manually mark the emotional 
feature words in film reviews, compare and analyze the 
effect of SVM, NB, ME and other algorithms in emotional 
recognition in film reviews. The experimental results 
showed that SVM classification is the best. Wikarsa et al. 
(2015) Used NB algorithm to conduct fine-grained emotion 
recognition of text. The method based on machine learning 
is based on the context of text, which requires many manual 
annotations of corpus. This method is time-consuming and 
labor-consuming, and there are some problems such as 
inconsistent annotation.

At present, deep learning models such as Convolutional 
Neural Networks (CNN), Recurrent Neural Network (RNN) 
and Long Short-Term Memory (LSTM) have become a hot 
research direction in the field of text emotion recognition. 
Poria et al. (2015) Proposed a method to extract emotional 
features from short text based on deep CNN. This method 
uses the combined features of text, vision and audio to train 
the classifier based on multi-core learning. Compared with 
the existing methods, the emotion recognition accuracy of 
this method is improved by 14%. Wu Peng (2017) and Tu 
Manshu (2017) applied CNN to text emotion recognition, 
and their accuracy reached more than 93%.

In the research of Micro-blog emotion recognition, 
Zhang Haitao (2019) and others used Micro-blog data, based 
on complex network theory and based on the co-occurrence 
relationship between comment words, to build a sub-
event network to dynamically track netizens’ opinions and 
emotional fluctuations. Zhang Liu (2019) and Zeng Ziming 
(2019) respectively introduced multi-scale CNN and Bi-
LSTM model to analyze the emotion of Micro-blog comment 
text. In the research of Micro-blog emotion recognition 
under the background of epidemic situation, An Lu (2017) 
constructed the emotional network map of epidemic 
situation stakeholders based on the forwarding relationship 
of Micro-blog users, and analyzed the emotional evolution 
trend of stakeholders according to public opinion topics. 
Zhou Honglei et al. (2020) built a topic emotion evolution 
model for the epidemic based on the situation awareness 
theory to explore the emotional changes of netizens behind 
the epidemic topic.

METHODOLOGY

This research is designed to analyze the emotion expressed 
by Micro-blog bloggers in China during COVID-19 
epidemic period at a macro level. The quantitative method 
is appropriately adopted in this research. The data analysis 
will be performed in two parts: emotion recognition and 
emotion analysis. 

The first part will perform emotion recognition by using 
5 models. The results of it will include a summary data 
about precious, recall and F1 score for every model which 
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can be used to evaluate the applicability of the model and 
Micro-blog text emotion recognition. The second part will 
perform emotion analysis of netizens based on micro-blog 
during COVID-19. 

DATA SOURCES

There are mainly two datasets namely micro-blog dataset 
and China’s COVID-19 epidemic dataset. Micro-blog dataset 
is the primary dataset which was provided by DataFountain. 
Based on the COVID-19 related keywords, data collection 
was conducted. This dataset contained 1 million micro-
blog data from January 1, 2020 to February 20, 2020, and 
100 thousand data were manually tagged. The tagging was 
divided into three categories, 1 (positive), 0 (neutral) and 
-1 (negative). The dataset includes two training datasets: 
nCoV_100k_train.labled.csv, nCoV_900k_train.unlabled.
csv and one test dataset: nCov_10k_test.csv. these three 
datasets are mainly used for emotion recognition. The 
dataset named nCoV_100k_train.labled.csv is also used for 
emotion analysis. 

China’s COVID-19 epidemic dataset is provided by the 
WHO.  This dataset is the daily number of cases and deaths 
collected by WHO during January 3, 2020 and February 20, 
2020. It can be used for emotion analysis. 

EMOTION RECOGNITION OF NETIZENS BASED ON MICRO-BLOG

Firstly, the dataset named nCoV_100k_train.labled.csv are 
preprocess, after removing duplicates and deleting invalid 
values, there are 90024 records left. The remaining pieces 
of data are divided into 81021 records training set and 9003 
records test set according to the ratio of 9:1, and each emotion 
category is also divided according to 9:1, so that the data of 
each category of the training set and the test set are balanced 
as much as possible and obey the same distribution, which 
ensure the trained model perform better.

The development platform of this experiment is Intel 
core i5-8250u CPU processor, the development tool is 
Python, and the corresponding version is 3.7.4; The deep 
learning library is keras, and the corresponding version is 
2.3.1.

The experiment result will be analyzed, precision, 
Recall, F1 score and Macro average are calculated as 
evaluation indexes for evaluation of text emotion recognition 
method.

Description of evaluation indicators is:
Precision: the ratio of the number of real cases in the 
classification results obtained by the model to the number of 
positive cases obtained by the classifier, which can also be 
called the precision rate.
Recall: in the classification results obtained by the model, 
the ratio of the number of real cases to the number of positive 
cases in the sample can also be called recall.
F1 score:  The harmonic average of accuracy and recall.
Macro average:  The arithmetic average of all categories F1 
score.

Symbol description is:
M : number of categories.
Mi : actual number of texts in Category i.
Cr,i : number of correctly classified categories i.
Cw,i : the quantity misclassified to category i by other 

categories

The evaluation indexes are calculated as follows:
The precision of category i is: 
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                     (1) 
 
 

The Recall of category i is: 

                                          (2) 
The F1- Score of category i is: 

         (3) 
The precision of all samples is: 

                        (4) 

The Recall of category i is:
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METHODOLOGY 
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DATA SOURCES 

 
There are mainly two datasets namely micro-blog 
dataset and China’s COVID-19 epidemic dataset. 
Micro-blog dataset is the primary dataset which was 
provided by DataFountain. Based on the COVID-19 
related keywords, data collection was conducted. 
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The Recall of all samples is: 

                                    (5) 
The Macro average of all samples is: 

                                                    (6) 
 

Emotion Analysis of Netizens Based on Micro-Blog 

 
The dataset named nCoV_100k_train.labled.csv and 
China’s COVID-19 epidemic dataset are used for 
emotion analysis. The data analysis will be 
performed in two phases. 

In the first phrase, we mainly perform 
descriptive analysis on the dataset named 
nCoV_100k_train.labled.csv. Descriptive analysis 
is used to describe the overall situation of 
quantitative data. The concentration and difference 
characteristics of data are calculated through 
descriptive analysis to understand the basic situation 
of data. Therefore, descriptive analysis is often 
carried out first, and then in-depth analysis is carried 
out on the basis of it. 

In descriptive analysis, common 
descriptive indicators include mean, median, mode, 
quartiles, standard deviation, standard error of the 
mean, frequencies, proportions and so on.  

In second phrase, we mainly perform 
secondary analysis on the dataset named 
nCoV_100k_train.labled.csv and China COVID-19 
epidemic dataset. Correlation is used to summarize 
the relationship between the emotion and COVID-
19. Pearson correlation coefficient is calculated as 
follows: 

            (7)                                                              
In this research, the data process and 

analysis both use Python. Python is one of the most 
important languages in the computer world and a 
mainstream data analysis language. At present, the 
mainstream data analysis languages are python, R 
and MATLAB. Among them, python has rich and 
powerful libraries. It is often called glue language. It 
can easily connect various modules made by other 
languages. It is a more easy and rigorous 
programming language. The commonly used class 
libraries for Python data analysis include IPython, 
numpy, SciPy, pandas, Matplotlib, scikit-learn and 
Spyder. 
 

Insertion Data 
 
Firstly, we open nCoV_100k_train.labled.csv and 
WHO-COVID-19-china-data.csv using Python and 
perform data preview. Figure 1 shows the top 5 
records in nCoV_100k_train.labled.csv. 

 
FIGURE 1 The top 5 records in nCoV_100k_train.labled.csv. 
As records show, the Micro-blog data format is 
shown in Table 1. 
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In second phrase, we mainly perform secondary 
analysis on the dataset named nCoV_100k_train.labled.
csv and China COVID-19 epidemic dataset. Correlation is 
used to summarize the relationship between the emotion and 
COVID-19. Pearson correlation coefficient is calculated as 
follows:
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FIGURE 1. The top 5 records in nCoV_100k_train.labled.csv.

As records show, the Micro-blog data format is shown in Table 1.

Field name Type Description

Micro-blog ID Integer Publisher ID of microblog information

Micro-blog release time Date Date of releasing

Publisher account string Publisher ID of microblog information
Micro-blog Chinese 
content

Object The detailed publish Chinese content

Micro-blog picture Object Publish picture is URL hyperlink, [] means no picture

Micro-blog video Object Publish video is URL hyperlink, [] means no video

Emotion tendency Integer The emotion tendency of Publisher, the value is {1, 0, -1}, 1 stands for positive, 0 
stands for neutral, -1 stands for negative.

TABLE 1. The data format of Micro-blog dataset

Figure 2 shows the top 5 records in WHO-COVID-19-china-data.csv.
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FIGURE 2. The top 5 records in WHO-COVID-19-china-data.csv.

As records show, the Chinese COVID-19 epidemic data format is shown in Table 2.

TABLE 2. The data format of China’s COVID-19 epidemic dataset

Field Type Description

Date_reported Date Date of reporting

Country_code String ISO Alpha-2 country code

Country String Country, territory, area
WHO_region String WHO regional offices

New_cases Integer New confirmed cases. Calculated by subtracting previous cumulative case count from 
current cumulative cases count.*

Cumulative_cases Integer Cumulative confirmed cases reported to WHO to date.

New_deaths Integer New confirmed deaths. Calculated by subtracting previous cumulative deaths from current 
cumulative deaths.*

Cumulative_deaths Integer Cumulative confirmed deaths reported to WHO to date.

Data Analysis and Discussion

In data analysis phrase, we need import several libraries 
to perform data processing, numerical calculation and data 
analysis. These libraries include NumPy, SciPy, Matplotlib 
and pandas. Among them, NumPy is used for data scientific 
calculation, SciPy is used for hypothesis test, Matplotlib 
is used for data visualization, pandas are used for data 
preprocessing and data statistical analysis which is very 
important in this research.

Because of the limitation of computing power, this 
research adopts the dataset during January 3, 2020 and 
February 20, which includes 1 million Micro-blog records.

In this study, it is first assumed that the emotion is 
affected by COVID-19, so COVID-19 data is the independent 
variable, and the emotion is the dependent variable.

Data Preprocessing

Before data analysis, the data we get may have missing 
values, duplicate values, etc., which need data preprocessing 
before use. Data preprocessing generally includes missing 
value processing, feature normalization, discretization and 
continuity, denoising.

As “Emotion tendency” is a key variable in data 
analysis, we process this variable firstly. Figure 3 shows the 
basic characteristics of “Emotion tendency”.

FIGURE 3. The basic characteristics of “Emotion tendency”

As shown in Figure 3, there are only 99919 emotion 
tendency values, additionally, Table 1 indicated that the 
value of “emotion tendency” should only be -1, 0 and 1, 
so there are only 99913 valid values excluding 81 missing 
values and 6 invalid values.

Figure 4 shows other missing values in the Micro-blog 
dataset. All the missing values are deleted following the 
listwise delete strategy. 
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FIGURE 4. The missing values in the Micro-blog dataset

In term of China’s COVID-19 epidemic dataset, the first 
record is January 3, 2020 which is different from start date 
January 1, 2020 in Micro-blog dataset. In order to maintain 
time consistency, we supplemented the data of the previous 

two days. In January 1, 2020 and January 2, 2020, all the 
number of cases is 0.

Descriptive Analysis

Descriptive analysis is used to describe the overall situation 
of quantitative data. The concentration and difference 
characteristics of data are calculated through descriptive 
analysis to understand the basic situation of data. Therefore, 
descriptive analysis is often carried out first, and then in-
depth analysis is carried out on the basis of it.

The frequency analysis is performed on “Emotion 
tendency”, the analysis result is shown in Figure 5. As shown 
in the Figure 5, the number of neutral emotion accounts for 
more than half, followed by positive emotion and negative 
emotion. 

FIGURE 5. “Emotion tendency” frequency proportion histogram

In term of the length of Micro-blog comment, the 
frequency analysis is shown in Figure 6. Most of the 
comments are distributed in about 150 words, the number 
of less than 150 words is basically maintained at 2000, and 

there are few microblog contents longer than 150 words. 
Therefore, when the sentence length is set by the neural 
network, it can be set to a value of 200 or higher than 150 to 
avoid losing too much information.
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FIGURE 6. The distribution of comment length.

Previous descriptive analysis is focused on the 
external attributes of emotion tendency and the text length, 
proportion, etc. furthermore, we analyze the content of the 

FIGURE 7. Word cloud chart for Micro-blog content

text. The theme of the text can be observed through word 
frequency. Figure 7 is the word cloud chart.
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As shown in Figure 7, we can see that the content 
mainly focuses on the topic of COVID-19, including some 
content of “Go China!” and “Go Wuhan!”, most of which 
are positive or neutral.

Correlation

To better understand the change of emotion tendency during 
January 1, 2020 and February 20, we analyze the number 

of positive, negative and neutral emotion based on date. 
Figure 8 shows the distribution map of microblog number 
respectively, and Figure 9 shows the distribution map of 
emotion proportion of microblog. The red line indicates 
the number of neutral emotions, the green line indicates 
the number of positive emotions, the blue line indicates the 
number of negative emotions.

FIGURE 8. The distribution map of microblog number

FIGURE 9. The distribution map of emotion proportion of microblog
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As shown in Figure 8 and Figure 9, The netizens 
with neutral emotion accounted for 60%, and the netizens 
with positive emotion were more than those with negative 
emotion. When the epidemic began to appear on a small 
scale, the people did not know much about its severity, and 
most of them were positive. COVID-19 has been reported in 
Wuhan since January 15th. In January 18th, Zhong Nanshan 
went to Wuhan and announced that COVID-19 could be 
transmitted to others. The national alarm was heard, and 
the atmosphere of anxiety and tension was permeated in the 
society. As shown in figure 3.6, the number of microblogs 
had increased rapidly and keep high for a long time. On 
January 23, Wuhan was lockdown, which made people put 
down some concerns for the time being. Then, although 
there was a series of growth in the number of confirmed 
cases every day, all parts of the country actively and quickly 
took countermeasures, as well as medical staff working 
overtime to fight against death, the number of cured people 
also continued to rise, the people’s mood was basically 
stable, people seriously obeyed the national arrangement, 
and waited quietly at home for the end of the catastrophe.

One of important topic of this research is to identify 
the Correlation between netizens’ emotions and COVID-19, 
specifically, whether netizens’ emotions are influenced by 

the epidemic and the degree of influence.
Correlation is a mutual relationship between 

phenomenon, which describes the strength of a linear 
relationship between two variables. Correlation coefficient 
is the statistical index of the degree to which two variables 
are associated or related.  A positive value indicates a 
positive correlation, a negative value indicates a negative 
correlation. The value of correlation coefficient indicates the 
intensity of correlation. There are many calculation methods 
for correlation coefficient, among which Pearson Product-
moment correlation is the most common. 

In this research, we adopt the Pearson Product-moment 
correlation to calculate the correlation between netizens’ 
emotions and COVID-19. The independent variables 
include: “New_cases”, “Cumulative_cases”, “New_deaths”, 
“Cumulative_deaths”. The dependent variable cannot be 
obtained directly, so it needs secondary calculation and 
analysis. It is the number of emotions group by emotional 
polarity and date. After obtaining the dependent variable, the 
research calculates the correlation coefficient matrix which 
gives the correlation coefficient between any two variables. 
Figure 10 shows the correlation between COVID-19 and the 
number of positive emotions.

FIGURE 10. the correlation coefficient matrix of positive emotion

As shown in Figure 10, the correlation between the 
number of positive emotions and New_cases, Cumulative_
cases, New_deaths are all between 0.5 and 0.7, which 
indicates there is a medium relationship. 

FIGURE 11. the correlation coefficient matrix of negative emotion 

Figure 11 shows the correlation between COVID-19 and 
the number of negative emotions.
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As shown in Figure 11, the correlation between the 
number of negative emotions and New_cases, Cumulative_
cases, ew_deaths, Cumulative_deaths are all between 0.5 
and 0.7, which indicates there is a medium relationship. 

Compared to positive emotion, the correlation between 
negative emotion and COVID-19 is stronger. 

Figure 12 shows the correlation between COVID-19 and 
the number of neutral emotions.

FIGURE 12. The correlation coefficient matrix of neutral emotion

As shown in Figure 12, the correlation between the 
number of neutral emotions and New_cases, Cumulative_
cases, New_deaths are all between 0.5 and 0.7, which 
indicates there is a medium relationship. Compared to 
positive emotion, the correlation between neutral emotion 
and COVID-19 is stronger. 

Chi-square test

Chi square test is a widely used hypothesis test method for 
counting data. It belongs to nonparametric test, which mainly 

FIGURE 13. The cross-table for emotion and date

compares the correlation analysis of two or more sample 
rates (constituent ratio) and two classification variables. The 
fundamental idea is to compare the coincidence degree or 
goodness of fit between the theoretical frequency and the 
actual frequency.

In this research, emotion tendency is a classification 
variable, we perform the Chi-square test on emotion 
tendency and date. The cross table for emotion category and 
date is in Figure 13.
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The H0 hypothesis: the emotion category and date are 
independent of each other.
The H1 hypothesis: the emotion category is related to date.

The significance  level is set to 0.05, the calculated P 
value is greater than 0.05, so H0 holds, the emotion category 
and date are independent of each other. The experiment 
result is shown in Table 3.

Model Precious Recall MA

SNOWNLP 46.56% 42.13% 38.22%

TFIDF+SVM 58.35% 61.23% 59.11%
TFIDF+NB 60.00% 61.98% 51.34%
Word2vec+SVM 72.13% 72.35% 70.28%
Embedding+LSTM 82.60% 85.12% 83.34%

TABLE 3. Experiment result

According to the experimental process and results, 
the following conclusions can be drawn. For the machine 
learning model, the uneven distribution of data in each 
category of the training set will greatly affect the performance 
of the final classifier. The model often performs well or 
even too well for samples with many categories, resulting 
in over fitting, while insufficient learning for samples with 
few categories leads to under fitting. For example, the recall 
rate of TFIDF+NB in neutral emotion recognition is 94.00%, 
while the recall rate of negative emotion is only 24%. 
The ratio of neutral emotion samples to negative emotion 
samples is close to 4:1.

Compared with the traditional text representation 
method of TFIDF, the word vector method has stronger 
representation ability of text, but its interpretation ability 
is relatively weak. This research is a classification of 
short text. In TFIDF representation, a text is limited to 20 
nearly 30000-dimensional word vectors at most; The word 
vector method is obtained by averaging all texts with 
200-dimensional word vectors. From the results in the table 
above, the algorithm using word vectors to represent texts is 
better than the traditional method in accuracy, recall and ma.

Compared with traditional machine learning 
algorithms, text classification using LSTM can achieve 
better classification results. Compared with support vector 
machine, LSTM improves the accuracy by nearly 10%, 
recall by 13% and Ma by nearly 13%. This research belongs 
to short text classification. Each sample can provide less 
and miscellaneous features. Compared with single-layer 
machine learning algorithm, high-dimensional neural 
network can extract more feature information from this kind 
of samples, so it performs better.

The algorithm based on affective dictionary performs 
well in similar texts, but the generalization ability of new 
text materials is not enough. In addition, the dictionary-based 
algorithm belongs to unsupervised learning, and multiple 
thresholds need to be formulated in multi classification, and 
the selection of this threshold depends on experience and 
subjective judgment. In this research, the score of emotion is 
less than 0.1 for negative emotion, greater than 0.1, less than 
0.9 for neutral emotion, and greater than 0.9 for positive 

emotion. Because there are few feature words in short text, 
emotional words are not easy to capture, and the emotional 
dictionary used by SNOWNLP is different from the sample 
fields used in this research. In addition, the distribution of 
three types of samples in the data set is uneven. Finally, 
these two thresholds are selected to optimize each index.

CONCLUSION

Through analyzing the research datasets, the research found 
that netizens’ emotion for the epidemic was neutral and 
positive in the early stage of the epidemic. Although people’s 
emotions fluctuate to a certain extent with the development 
of the epidemic, which is shown in the sharp increase in 
the number of comments after the government disclosed 
that the epidemic can be transmitted from person to person, 
most people can rationally deal with the development of the 
epidemic and all kinds of emergencies.

According to the research on the netizens’ emotion 
and epidemic factors by time period, there is a relatively 
strong correlation between COVID-19 epidemic factors and 
emotion tendency includes positive, negative and neutral 
from January 01, 2020 to February 20, 2020. However, the 
correlation has decreased significantly over time. This is 
inseparable from the positive actions of the government and 
the rapid response to Internet public opinion, which shows 
that our country has been able to respond to COVID-19’s 
efforts effectively and has been recognized by netizens. 
At the same time, the release and supervision of epidemic 
information is also in place to avoid the influence of false 
and fake information on Netizens’ emotions.
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