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Abstract 

 

Forests play a crucial role in maintaining the balance of the global ecosystem by sustaining the 

interactions between living and non-living entities. Changes in forest areas encompass both 

growth and loss, often driven by development activities. Assessing forest cover and its changes 

is also a pivotal issue in forest management. Therefore, this study aims to investigate the 

performance of machine learning algorithms, namely Random Forest (RF) and Support Vector 

Machine (SVM), in mapping forest cover in Peninsular Malaysia. Landsat 5 TM and Landsat 

8 OLI images were utilized to derive forest cover information. The classification process was 

automated using the remote sensing data management platform, Google Earth Engine (GEE). 

The accuracy assessment test using the Kappa coefficient resulted in a value of 0.7893 for the 

RF algorithm and 0.6328 for the SVM algorithm for the year 2010. Whereas, for the year 2020 

the Kappa coefficient yielded 0.7475 for RF and 0.5893 for SVM. However, forest cover 

returned highest RF Kappa coefficient values of 0.875 (2010) and 0.8793 (2020), and SVM 

Kappa coefficient values of 0.8116 (2010) and 0.7313 (2020). The results implied that RF 

performed better in the land use classification compared to SVM. It is evident that this study 

can aid various stakeholders in assessing future plans and developments without compromising 

the environment. 

 

Keywords: Google Earth Engine (GEE), Landsat, machine learning, Random Forest, stratified 

random, Support Vector Machine 

 

 

Introduction 

 

Forests worldwide are currently facing significant pressures due to deforestation and 

degradation. According to the FRA 2020 report, the global forest area in 2020 covered 

approximately 4.06 billion hectares or about 31%, but the distribution is not uniform across the 

globe. The rate of primary forest loss in tropical regions has been consistent in recent years. 

The loss of primary forests in tropical regions decreased by 11% in 2021 compared to 2020. 

Malaysia possesses extensive and rich forest areas with valuable natural resources. However, 

it is not immune to forest exploitation activities like other tropical forests in different countries. 

There are two main challenges in mapping vast forest cover: the processing of large datasets 

and the availability of cloud-free imagery. Therefore, Google Earth Engine (GEE), a cloud-

based computing platform, can address these challenges in mapping extensive areas. 

Google Earth Engine (GEE) is a cloud-based platform that provides users with free 

access to perform internet-based spatial data processing and analysis. GEE boasts a data 
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repository in the petabyte range, containing various types of satellite images such as Landsat, 

Sentinel, MODIS, geophysical data (e.g. Digital Elevation Model (DEM), and climate data 

(e.g. CHIRPS, TRMM). This represents a modern scientific breakthrough as researchers, 

students, governments, and the public are encouraged to explore the applications of available 

data in GEE. Users can access GEE through an internet-based Application Programming 

Interface (API) and a web-based Interactive Development Environment (IDE) (Tamiminia et 

al., 2020; Gorelick et al., 2017). Furthermore, users don't need expertise in web programming 

or HyperText Markup Language to utilize GEE for various applications (Gorelick et al., 2017). 

GEE makes data processing more efficient and cost-effective in terms of time and expenses; 

for instance, it provides algorithms to generate cloud-free composite images, which are 

valuable for land-use studies. 

Geospatial Big Data (GDB) is gaining global attention, and Google Earth Engine (GEE) 

is the latest platform capable of handling large-scale data processing for Remote Sensing and 

GIS. GDB refers to spatial datasets that exceed the current capacity of computing systems (Lee 

et al., 2015; Yang et al., 2017). GEE is a popular platform for processing massive geospatial 

data, facilitating scientific discoveries by providing users free access to a plethora of remote 

sensing datasets (Amani et al., 2019; Tamiminia et al., 2020). It's also a platform for performing 

planet-scale geospatial analysis with supercomputer capabilities for complex computations or 

large-scale processing tasks (Gorelick et al., 2017).  

Remote sensing provides suitable data for forest area mapping and monitoring due to 

its high spatial and temporal resolution. Landsat data is frequently used for forest mapping and 

monitoring due to its adequate spatial resolution (30 m) and frequent temporal coverage (16 

days) (FAO, 2010; Hansen et al., 2013; Gohar Ghazaryan, 2015; Nazarin Ezzaty, 2015; Nitze 

et al., 2015; Kanniah, Nazarin Ezzaty & Tuong, 2016; Nazarin Ezzaty & Kanniah, 2018; Fadli 

et al., 2019; Yantao et al., 2019; Osei, 2019; Xiaomei et al., 2019; Yang & Yunfeng, 2020; 

Potapov et al., 2022; Vahid et al., 2022). To date, RF is considered one of the most widely used 

algorithms for land cover classification using remote sensing data (Li et al., 2016; Jin et al., 

2018; Millard & Richardson, 2015; Canovas-Garcia et al., 2017; Maxwell, 2019; Kelley et al., 

2018; Teluguntla, 2018; Amani et al., 2019; Mellor et al., 2012; Jin et al., 2016; Lowe & 

Kulkarni, 2015; Pelletier et al., 2016; Basten, 2016; Gislason et al., 2006; Alper Akar, 2021). 

According to Mahdianpari et al. (2017) and Xia et al. (2017), the significant benefits of RF 

over the past two decades are its robustness to noisy and outlier-prone datasets. It performs 

well with high-dimensional and diverse sources of data and achieves higher accuracy compared 

to popular classifiers like SVM, kNN, or MLC in many applications (Rodriguez-Galiano & 

Chica-Rivas, 2012). It also enhances processing speed by selecting important variables 

(Schmidt et al., 2019). On the other hand, SVM is popular in remote sensing classification 

studies (Qian et al., 2015; Han, Pan & Devlin, 2018) and it is stated that SVM can be dealt with 

the classification of complex land use and land cover (Pretorius et al., 2016). 

Various techniques, starting with visual interpretation of digital image classification, 

have been used for forest area mapping and monitoring (Berberoglu & Akin, 2009; Sirén & 

Brondizio, 2009; Forkuo & Frimpong, 2012; Hamdan et al., 2017; Huang et al., 2008; 

Sugumaran, 2001; Desclée et al., 2006; Rathinagiri et al., 2010). GIS approaches, such as 

GRASS, ArcGIS, and QGis, are often employed for forest mapping studies (Gautam, Shivakoti 

& Webb, 2004; Sau, 2013; Mellor et al., 2012; Qamer et al., 2016; Rio, Joko & Ratna, 2016; 

Wan Abdul Hamid, 2016). The Earth Resources Data Analysis System (ERDAS) software is 

also commonly used for forest mapping and change analysis (Tamaluddin et al., 2012; Prabhat 

Kumar Rai, 2013; Rio, Joko & Ratna, 2016; Wan Abdul Hamid, 2016; Solomon et al., 2018; 

Negassa, Mallie & Gemeda, 2020). Additionally, the CLASlite software, developed not only 

for forest cover detection but also for analyzing forest degradation and disturbances at different 

temporal scales using satellite images captured by various optical sensors (Asner, 2009; 
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Nazarin Ezzaty, 2015; Nazarin Ezzaty & Kanniah, 2018; Kanniah, Nazarin Ezzaty & Tuong, 

2016). Large-scale forest mapping, such as across continents or globally, remains challenging. 

However, Google Earth Engine (GEE) has recently gained attention for large-scale remote 

sensing data processing on a global scale. Therefore, GEE has been used to map forest cover 

and changes (Gohar Ghazaryan, 2015; Xiaomei et al., 2019; Yantao et al., 2019; Fadli et al., 

2019; Yang & Yunfeng, 2020; Fortin et al., 2020; Osei, 2019; Venkatappa et al., 2020; Shijuan 

et al., 2021). The aim of this study is to investigate the performance of machine learning 

algorithms to map the forest cover in Peninsular Malaysia. For this purpose, the Random Forest 

(RF) and Support Vector Machine (SVM) algorithms were selected while demonstrating the 

effectiveness of GEE in mapping vast areas at the national scale. 

 

 

Methods 

 

Peninsular Malaysia 

 

Peninsular Malaysia or West Malaysia consists of 11 states and two Federal Territories, 

covering an area of 132,078 km2 (Figure 1). The land use pattern in the Peninsular Malaysia 

region is divided into thirteen (13) land use types, including forests, agriculture, housing, water 

bodies, transportation, institutions and community facilities, vacant land, industry, open space 

and recreation, infrastructure and utilities, commercial, coastal, and mixed development. 

Forests are the predominant or dominant land use type in Peninsular Malaysia. The topography 

of Peninsular Malaysia encompasses areas of hills, mountains, rivers, and lakes. It also has 

gently sloping coastlines, dense and hilly forests. Peninsular Malaysia experiences an 

equatorial climate, characterized by hot and humid conditions throughout the year. 
 

 

 

Figure 1. Peninsular Malaysia 
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Data 

 

This study utilizes Landsat data from the Earth Engine data catalogue archive 

(https://developers.google.com/earth-engine/datasets/). The Landsat TM data used includes 

images from the year 2010, while the Landsat OLI data used covers images from the year 2020. 

Landsat images are employed for mapping the forest cover of Peninsular Malaysia due to their 

optimal spatial resolution and spectral bands that can discern land cover types. The resolution 

of Landsat images is 30 meters. For the year 2010, the data time period used spans from June 

1, 2005, to May 5, 2012, with a total of 1237 images. For the year 2020, 876 images are used, 

covering the time period from January 1, 2019, to December 31, 2021. The number of images 

used for the study year varies based on the data time period required to generate the best cloud-

free composite image for Peninsular Malaysia through the cloud masking and filling process, 

which will be discussed in the next subtopic. Additionally, this study also utilizes high-

resolution (4.77 m) PlanetScope satellite imagery obtained through Norway’s International 

Climate and Forest Initiative (NICFI) program and Google Earth Pro to aid in the validation 

process of the land cover classification result. 

 

Mapping the forest cover of Peninsular Malaysia 

 

Figure 2 shows the flowchart of the data analysis method employed in this study. The process 

of mapping the forest cover of Peninsular Malaysia is carried out within the Google Earth 

Engine (GEE) platform using JavaScript programming and involves Landsat data from the 

Earth Engine catalog. GEE functions through scripts. The Landsat TM and Landsat OLI TOA 

collections are accessed using the image collection function, and then the filter function is 

utilized to retrieve the data collection based on the selected year. The study uses the border of 

Peninsular Malaysia to filter the collection within the study area. At this stage, the filter 

function called for Landsat imagery collection for the whole of 2010 with a total of 108 images 

and for 2020 with a total of 294 images of the least clouds cover. Subsequently, the cloud 

masking and filling function is applied to obtain cloud-free Landsat composite images. This 

function is used to mask clouds and fill those areas with cloud-free imagery using various 

combinations of images from different time periods. For the year 2010, a total of 1237 images, 

spans from June 1, 2005 to May 5, 2012 were used to fill the masked cloud pixels. Whereas 

for the year 2020, a total of 876 images are used, beginning from January 1, 2019, to December 

31, 2021. The basic concept for cloud masking involves assigning a value of '0' to cloud pixels. 

The cloud masking process involves identifying clouds from satellite images and masking them 

to obtain cloud-free images using the updateMask method. The updateMask method will 

replace pixel values between 0 and -1. Pixel values above 0 are retained. The select() function 

is used to extract the necessary bands from the image. The 'QA_RADSAT' band is chosen in 

this study. Next, the logical operator eq() (meaning 'equal') is used to produce a binary image 

where all pixel values that do not have 0 in the 'QA_RADSAT' band (no data) result in only a 

value of 1 in the generated image. The filling method is employed to fill in the areas that have 

been masked with cloud-free imagery using various combinations of median pixel values from 

images within different time periods. 

The mapping of the forest cover of Peninsular Malaysia utilizes the RF and SVM 

classification algorithm from the JAVA library within GEE. RF has only two parameters: the 

number of trees in the forest (ntree) and the number of random variables (mtry) used in each 

tree. This study employs 250 trees (tree = 250) and mtry (3). RF is a non-parametric 

classification technique that utilizes bootstrap aggregation to combine the classification 

outcomes of multiple random decision trees to predict class labels (Breiman, 2001). The 

method requires training samples, where each pixel represents a land cover category. RF 
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classification is used to classify data into land cover classes based on the defined training 

samples. Each random decision tree outcome is trained on a subset of training samples, which 

is the in-bag for internal cross-validation. Finally, the outcomes are combined to generate the 

land cover classification. In the SVM algorithm, a hyperlane is created and the data is divided 

into two classes. For the SVM classifier, the radial basic kernel function was selected and the 

hyperparameters for gamma and cost were selected respectively 0.5 and 10. 

In this study, six land cover categories are defined: forest, water bodies, oil palm, 

rubber, built-up areas, and others. A dataset, represented as a FeatureCollection in GEE, is 

created for the training points. Subsequently, the RF algorithm is employed to generate multiple 

decision trees (forming a forest), each with slightly different randomness for training data and 

predictions. Each split in the decision trees is performed with a subset of training data and 

spectrum values. When the forest of decision trees is built and then applied to the images, each 

pixel is assigned labels from each tree, and the final label for that pixel is determined. Table 1 

shows the number of training samples used for each land cover class. 

 

 

 

Figure 2. Flowchart of the data analysis method 

https://doi.org/10.17576/geo-2023-1903-01


Geografia-Malaysian Journal of Society and Space 19 issue 3 (1-16)  

© 2023, e-ISSN 2682-7727  https://doi.org/10.17576/geo-2023-1903-01 6 

 

 

Table 1. Number of training samples for each land cover class 

 

Land cover 
Training samples 

2010 2020 

Forest 20 20 

Water bodies 9 12 

Oil palm  29 27 

Rubber 13 9 

Built-up areas  8 30 

Others 10 10 

 

Accuracy assessment and data validation 

 

Accuracy assessment is an essential part of land cover classification. It involves comparing the 

classification results with other data sources considered as ground truth. High-resolution 

satellite imagery data from PlanetScope provided through Norway's International Climate and 

Forest Initiative (NICFI) and Google Earth Pro have been used as ground truth data. The first 

step in the accuracy assessment process is to generate random sampling points. A total of 134 

random sampling points were used for the year 2010, while 129 random sampling points were 

used for 2020 for classification using RF algorithm (Figure 3). As for SVM, a total of 125 

random sampling points were used for the year 2010, while 122 random sampling points were 

used for 2020 (Figure 4). Commonly used sampling methods for accuracy assessment in land 

use and land cover (LULC) classification include simple random sampling, stratified random 

sampling, systematic sampling, and cluster sampling (Wagner & Stehman, 2015). 

The sampling strategy employed in this study is stratified random sampling. Stratified 

random sampling generates a set of accuracy assessment points proportional to the area of each 

land cover class. This method was chosen due to its simplicity and comprehensibility (Cakir, 

Khorram & Nelson, 2006; Huang et al., 2010; Mayaux et al., 2006; Olofsson et al., 2011). 

Additionally, each land cover class is considered a stratum, and samples are randomly drawn 

from these strata, either based on proportional area, expected variance ratio, or an equal number 

across strata. This approach indirectly avoids biased sampling and reduces specific accuracy 

errors in classes with limited representation. Table 2 shows the number of random sampling 

points for each land cover class using RF algorithm. Meanwhile, Table 3 shows the number of 

random sampling points for each land cover class using SVM algorithm. 

 
Table 2. Number of random sampling points for each land cover class using RF algorithm 

 

Year 2010 2020 

Land cover Area (ha) Random sampling points  Area (ha) Random sampling points 

Forest 8,472,335.04 64 7,698,367.98 58 

Water bodies 131,096.34 10 137,460.42 10 

Oil palm  3,977,479.35 30 4,139,494.29 31 

Rubber 95,523.39 10 19,385.55 10 

Built-up areas  213,973.74 10 787,575.60 10 

Others 385,717.77 10 492,039.27 10 

Total 13,276,125.63 134 13,274,323.11 129 
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Figure 3. Sampling points for the valid determination of land classification using RF for the (a) 2010, (b) 2020 

image 

 

 

 

 

 

Figure 4. Sampling points for the valid determination of land classification using SVM for the (a) 2010, (b) 

2020 image 

 

Table 3. Number of random sampling points for each land cover class using SVM algorithm 
 

Year 2010 2020 

Land cover Area (ha) Random sampling points  Area (ha) Random sampling points 

Forest 9,528,728.4 72 8,883,286.11 67 

Water bodies 121,384.26 10 155,103.21 10 

Oil palm  3,084,155.1 23 3,364,050.06 25 

Rubber - - - - 

Built-up areas  109,574.55 10 322,155.27 10 

Others 432,229.95 10 549,741.24 10 

Total 13,276,072.3 125 13,274,335.89 122 

(a)                                                                                     (b)  

(a)                                                                                     (b)  
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Finally, this is followed by the process of calculating the confusion matrix, including 

omission and commission errors, to obtain the Kappa Coefficient and overall accuracy. The 

confusion matrix, or error matrix, is a quantitative method used to test the accuracy of 

classification results. It's a table that shows the agreement between land cover classification 

results and reference images (ground truth). Based on the confusion matrix, various accuracy 

metrics can be calculated, such as overall accuracy, producer's accuracy, user's accuracy, and 

the Kappa Coefficient. Overall accuracy represents the total accuracy of classification. 

Producer's accuracy refers to the probability that a specific land area is correctly classified, 

while user's accuracy refers to the probability that a pixel labeled as a certain class is indeed 

that class. The Kappa Coefficient indicates the classification accuracy. The range of the Kappa 

Coefficient is from 0 to 1, where 1 represents 100% accuracy. Therefore, a higher Kappa 

Coefficient indicates more accurate classification results. The computation for assessing image 

classification accuracy through the error matrix is carried out based on the Kappa equation (k) 

as follows: 

k =
Pₒ −  Pₑ 

1 − Pₑ

 

k = Kappa Coefficient value 

Pₒ  = sum of the probability values from field inspections 

Pₑ = sum of the expected probability values occurring by chance 

 
 

Results and discussion 

 

Accuracy assessment 

 

A total of 134 random sampling points were generated on land use images for the year 2010, 

while 129 random sampling points were generated for 2020 for classification using the RF 

algorithm. As for classification using the SVM algorithm, a total of 125 random sampling 

points were generated on land use images for the year 2010, while 122 random sampling points 

were generated for 2020 using a stratified random sampling strategy. The RF classification 

indicated that for the year 2010, there were 64 sample points in forest land and 30 in oil palm. 

The number of sampling points for water bodies, rubber, built-up areas, and others were each 

10. For the year 2020, there were 58 sample points in forest land and 31 in oil palm. The number 

of sampling points for water bodies, rubber, built-up areas, and others were each 10. The SVM 

classification using sampling points showed that for the year 2010, there were 72 sample points 

in forest land and 23 in oil palm. The number of sampling points for water bodies, built-up 

areas, and others were each 10. For the year 2020, there were 67 sample points in forest land 

and 25 in oil palm. The number of sampling points for water bodies, built-up areas, and others 

were each 10.  

The accuracy testing for the RF classification using the Kappa coefficient indicated a 

value of 0.7893, which corresponds to an actual accuracy of 78.93 percent for the year 2010. 

For the year 2020, it was 0.7475 or 74.75 percent. These results demonstrate a high level of 

reliability in data interpretation through remote sensing image applications (Monserud & 

Leemans, 1992; Landis & Koch, 1977; Fleiss et al., 2013; Czaplewski, 1994). The user's 

accuracy values for forest land for the years 2010 and 2020 were very high, at 0.8750 and 

0.8793, respectively. As for producer's accuracy values, they were 0.9180 for 2010 and 0.8361 

for 2020. In conclusion, based on this assessment, there is confidence in using the land use data 

for further studies, allowing for subsequent research. Tables 3 and 4 show the accuracy 

assessment results for land use in 2010 and 2020 using the RF algorithm through a confusion 

matrix. The accuracy testing for the SVM classification using the Kappa coefficient indicated 
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a value of 0.6328, which corresponds to an actual accuracy of 63.28 percent for the year 2010. 

For the year 2020, it was 0.5892 or 58.92 percent. These results indicate a moderate level of 

reliability in data interpretation through remote sensing image applications (Monserud & 

Leemans, 1992; Landis & Koch, 1977; Fleiss et al., 2013; Czaplewski, 1994). The user's 

accuracy values for forest land for the years 2010 and 2020 were very high, at 0.8116 and 

0.7313, respectively. As for producer's accuracy values, they were 0.8615 for 2010 and 0.8750 

for 2020. In conclusion, based on this assessment, there is confidence in using the land use data 

for further studies, allowing for subsequent research. Tables 5 and 6 show the accuracy 

assessment results for land use in 2010 and 2020 using the SVM algorithm through a confusion 

matrix. 

 
Table 4. Land cover accuracy assessment for the year 2010 using RF algorithm through the confusion matrix 

 

Land cover Forest Water 

bodies 

Oil 

palm 

Rubber Built-up 

areas 

Others Total User’s 

accuracy 

Kappa 

Forest 56 0 7 1 0 0 64 0.875  

Water bodies 0 10 0 0 0 0 10 1  

Oil palm  5 0 21 1 3 0 30 0.7  

Rubber 0 0 2 8 0 0 10 0.8  

Built-up areas  0 0 0 0 9 1 10 0.9  

Others 0 0 0 0 0 10 10 1  

Total 61 10 30 10 12 11 134 0.0  

Producer’s 

accuracy 
0.9180 1 0.7 0.8 0.75 0.9091 0.0 0.8507  

          

Kappa          0.7893 

 
Table 5. Land cover accuracy assessment for the year 2020 using RF algorithm through the confusion matrix 

 

Land cover Forest Water 

bodies 

Oil 

palm 

Rubber Built-up 

areas 

Others Total User’s 

accuracy 

Kappa 

Forest 51 0 7 0 0 0 58 0.8793  

Water bodies 0 10 0 0 0 0 10 1  

Oil palm  8 0 22 0 0 1 31 0.7097  

Rubber 1 0 3 6 0 0 10 0.6  

Built-up areas  1 1 0 0 7 1 10 0.7  

Others 0 0 0 0 0 10 10 1  

Total 61 11 32 6 7 12 129 0.00  

Producer’s 

accuracy 
0.8361 0.9091 0.6875 1 1 

0.833

3 
0.00 0.8217  

Kappa          0.7475 

 
Table 6. Land cover accuracy assessment for the year 2010 using SVM algorithm through the confusion matrix 

 

Land cover Forest Water 

bodies 

Oil 

palm 

Rubber Built-up 

areas 

Others Total User’s 

accuracy 

Kappa 

Forest 56 0 10 2 1 0 69 0.8116  

Water bodies 0 10 0 0 0 0 10 1  

Oil palm  7 0 15 2 0 0 24 0.625  

Rubber 0 0 0 8 0 0 0 0  

Built-up areas  1 0 0 0 8 1 11 0.7273  

Others 1 4 0 0 0 10 11 0.5455  

Total 65 14 25 4 9 11 125 0.0  

Producer’s 

accuracy 
0.8615 0.7143 0.6 0 0.75 0.9091 0.0 0.76  

Kappa          0.6328 
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Table 7. Land cover accuracy assessment for the year 2020 through using SVM algorithm the confusion matrix 

 

Land cover Forest Water 

bodies 

Oil 

palm 

Rubber Built-up 

areas 

Others Total User’s 

accuracy 

Kappa 

Forest 49 0 17 1 0 0 67 0.7313  

Water bodies 0 10 0 0 0 0 10 1  

Oil palm  5 0 12 5 0 3 25 0.48  

Rubber 0 0 0 0 0 0 0 0  

Built-up areas  0 0 0 0 10 0 10 1  

Others 2 1 0 0 0 7 10 0.7  

Total 56 11 29 6 10 10 122 0.00  

Producer’s 

accuracy 
0.875 0.9090 0.4138 0 1 0.7 0.00 0.7213  

Kappa          0.5892 

 

Forest coverage of Peninsular Malaysia 

 

The land use pattern resulting from the classification process of Landsat satellite images for 

the study area is divided into six (6) main land use types: forest, water bodies, oil palm, rubber, 

built-up areas, and others. Forest refers to land covering an area of more than 0.5 hectares with 

trees reaching a height of over 5 meters and a canopy cover exceeding 10%, or trees capable 

of reaching those thresholds 'in-situ' (PLANMalaysia). The forest categories analyzed in this 

study include dryland forest, hill dipterocarp forest, mangrove forest, and peat swamp forest. 

Water bodies are areas where water naturally or artificially covers the Earth's surface, 

encompassing rivers, lakes, reservoirs, ponds, and mining areas. Oil palm refers to areas 

cultivated with oil palm trees, while rubber pertains to areas cultivated with rubber trees. Built-

up areas encompass land developed for housing, infrastructure and utilities, commercial, 

industrial, institutional, and community facilities. Other land use refers to areas used for 

farming, other crops such as coconut, pineapple, paddy, and others. 

Although there are various land use types in this area, the discussion is focused solely 

on land cover involving forest areas. The study results using RF and SVM algorithms indicate 

that forests are the dominant land use in Peninsular Malaysia for the years 2010 and 2020 

(Figure 5 & 6) and it can be observed that the forest area has decreased. The forest area using 

the RF algorithm shows that in 2010, it was 8,472,335.04 hectares, equivalent to 63.82 percent, 

and in 2020, it was 7,698,367.98 hectares, which is equivalent to 57.99 percent (Table 8). On 

the other hand, the forest area using SVM shows that in 2010, it was 9,528,728.4 hectares, 

equivalent to 71.77 percent, and in 2020, it was 8,883,286.11 hectares, which is equivalent to 

66.92 percent (Table 9). 

 
Table 8. The forest coverage area in Peninsular Malaysia for 2010 and 2020 using RF algorithm 

 

Year 2010 2020 

Land cover Area (ha) Percentage (%)  Area (ha) Percentage (%)  

Forest 8,472,335.04 63.82 7,698,367.98 57.99 

Water bodies 131,096.34 0.99 137,460.42 1.04 

Oil palm  3,977,479.35 29.96 4,139,494.29 31.18 

Rubber 95,523.39 0.72 19,385.55 0.15 

Built-up areas  213,973.74 1.61 787,575.60 5.93 

Others 385,717.77 2.91 492,039.27 3.71 

Total 13,276,125.63 100 13,274,323.11 100 
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Figure 5. The forest coverage area in Peninsular Malaysia using (a) RF, (b) SVM for the year 2010 

 
 

 

 

 

Figure 6. The forest coverage area in Peninsular Malaysia using (a) RF, (b) SVM for the year 2020 

 
Table 9. The forest coverage area in Peninsular Malaysia for 2010 and 2020 using SVM algorithm 

 

Year 2010 2020 

Land cover Area (ha) Percentage (%)  Area (ha) Percentage (%)  

Forest 9,528,728.4 71.77 8,883,286.11 66.92 

Water bodies 121,384.26 0.91 155,103.21 1.17 

Oil palm  3,084,155.1 23.23 3,364,050.06 25.34 

Rubber - - - - 

Built-up areas  109,574.55 0.83 322,155.27 2.43 

Others 432,229.95 3.26 549,741.24 4.14 

Total 13,276,072.3 100 13,274,335.89 100 

(a)                                                                                     (b) 

(a)                                                                                     (b)  
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Conclusion 

 

Images of vast countries like Peninsular Malaysia are inevitably affected by cloud cover. Land 

cover also changes throughout the seasons, making it impractical to rely on a single date or 

monthly composite images for mapping forest coverage. The process of cloud masking and 

filling is essential to obtain cloud-free composite images for producing high-quality forest 

coverage maps. Therefore, this method is more accessible and feasible when conducted in 

GEE, as it doesn't require substantial costs and extensive time. The study's finding shows that 

the RF algorithm performs better compared to the SVM in large scale remote sensing image 

classification in the overall land use classification and in classify forest cover. Overall, the 

forest cover saw a reduction in 2020 compared to 2010. Malaysia must take the issue of 

deforestation and land use change seriously and with concern, as it is currently occurring at an 

alarming rate. These changes are detrimental to both the environment and human well-being. 

Consequently, proper management of forest development must be reassessed to ensure the 

needs of the present and future generations are met without compromising the environment. 
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