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ABSTRACT

This paper aims to address the ill-posed problem of reconstructing 3D faces from single 2D face images. An extended Tikhonov regularization method is connected with the standard 3D morphable model in order to reconstruct the 3D face shapes from a small set of 2D facial points. Further, by interpolating the input 2D texture with the model texture and warping the interpolated texture to the reconstructed face shapes, 3D face reconstruction is achieved. For the texture warping, the 2D face deformation has been learned from the model texture using a set of facial landmarks. Our experimental results justify the robustness of the proposed approach with respect to the reconstruction of realistic 3D face shapes.
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INTRODUCTION

The objective of 3D facial reconstruction systems is to recover the three-dimensional shape of individuals from their 2D pictures or video sequences. The problem of 3D facial modeling remains as a partially solved problem in the field of computer vision in terms of the accuracy and speed of reconstruction algorithms. This paper presents an approach for reconstructing the 3D face of an individual given the 2D face image where prior knowledge has been subsumed. The prior knowledge can be considered as general information about the shape properties of 3D face shape objects. These properties are learned from a set of 3D face shapes. With the help of the prior knowledge, the 3D face shape is estimated using a set of 2D control points, while the 2D texture is registered with the prior model and warped to the reconstructed 3D face shape.

The 3D shape learning model in this study relies on examples of 3D scans; this means that missing information can be inferred using correlation among the model shape vectors. For robust, plausible, and stable results, the regularization mechanism needs to find a tradeoff between fitting 3D shapes to the given 2D facial landmarks and producing plausible solutions in terms of prior knowledge (Blanz et al., 2004). The standard Tikhonov regularization method is used to estimate the model parameters by solving the inverse problem and preventing overfitting. However, the quality of the reconstructed face shapes is similar to the mean face shape (excessive smoothness); this leads to a loss of information about the reconstructed images (Jing et al., 2009). In this paper, Tikhonov regularization has been extended by replacing the identity matrix with the diagonal eigenvalue matrix. On the other hand, the Thin Plate Spline (TPS) technique is used to register the input images with the model texture. Then, the registered (interpolated) texture is warped to the reconstructed 3D shape face. The results have showed good 3D reconstructions and retained the real characteristics of the given 2D face images.
This paper is organized as follows: Related work is introduced in Section 2. In Section 3, modeling 3D face shapes is explained. Section 4 is devoted to the 3D shape model fitting to new faces, and Section 5 describes Texture Warping. Section 6 deals with Experiments and Discussion while the conclusion is reported in the last section, Section 7.

RELATED WORK

To provide more realistic face reconstructions than in other methods, example-based modeling could be utilized (Widanagamaachchi & Dharmaratne, 2008), (Levine & Yu, 2009). In this respect, example-based 3D face reconstruction methods have mainly two stages: the model building stage and the model fitting stage. In this paper, the PCA-based 3D face model is used for model building, and the regularized algorithm is used for model fitting. Some statistical modeling methods model both shape and texture separately using PCA (e.g., 3DMM (Blanz & Vetter, 1999)). Nevertheless, it has been suggested that shapes are more amenable to the PCA-based modeling than textures because textures vary more dramatically than shapes (Maghari, Liao & Belaton, 2012). In many situations, the 2D textures can be warped to the 3D geometry to generate the face textures (Jiang et al., 2005). Therefore, this study focuses on shape modeling where the reconstruction of 3D faces from single 2D images using shape models is relatively simple. One of the reconstruction methods that use prior knowledge to estimate the shape coefficients from a set of facial points is regularization (Jiang et al., 2005), (Blanz and Vetter, 2002). In (Jiang et al., 2005), the authors use a regularization equation that estimates the geometry coefficient in an iterative procedure. Alternatively, the regularization method has been presented in (Blanz & Vetter, 2002). The authors estimated the geometry coefficients directly, but they did not show any experimental results with respect to real 2D face images. Instead, experiments on test 3D face shapes have been shown.

MODELING 3D FACE SHAPES

The characteristic shape properties of the 3D face shapes are derived from a dataset of 3D scans. The 3D shapes are aligned with one another in such a way that a 3D-3D correspondence for all vertices is obtained (Blanz & Vetter, 1999). For example, if an index (e.g., \( k = 587 \)) is assigned to the tip of the nose, then the nose tips for all the 3D face shapes will have the same index, \( k = 587 \). However, the \( x, y, \) and \( z \) coordinates that represent the nose-tip position on the faces tend to change. Owing to this fact, the number of \( p \) vertices corresponding to each face can be vectorized as

\[
s_i = (x_{i1}, y_{i1}, z_{i1}, ..., x_{ip}, y_{ip}, z_{ip})^T,
\]

where \( s_i \) has the dimension \( n = 3 \times p \), \( n \) is the number of vertices, and \( i = 1, ..., m \) is the number of face shapes. The dimensions of the shape vectors are very large compared to the sample size, while the number of vertices, \( n \), is equal to 75972, and the sample size \( m \) comprises 100 face shapes. If PCA is applied to the data, the covariance matrix will be \( n \times n \), which is very huge. However, the same eigenvectors and eigenvalues can be derived from a smaller \( m \times m \) matrix, while the covariance matrix \( C \) can be written as

\[
C = \frac{1}{m} XX^T = \frac{1}{m} \sum_{i=1}^{m} x_i x_i^T \in R^{mom},
\]

where \( X = [x_1, x_2, ..., x_m]^T \in R^{m \times n} \) is the data matrix with each vector, \( x_i = s_i - s_0 \) is centered around the mean \( s_0 \), and \( i = 1, ..., m \). PCA is then applied on the covariance matrix \( C \). As a result of the analysis, a new shape vector, \( s_{rec} \in R^n \), can be expressed as
where $E = (e_1, e_2, ..., e_m)$ is the matrix of scaled basis vectors, and $\alpha_i$ is the coefficient of the scaled basis vector $e_i$. Since $E$ is an orthogonal matrix, the PCA coefficients $\alpha$ of the vector $x = s - s_0 \in \mathbb{R}^n$ can be derived from Eq. (3) as
\[
\alpha = E^T x.
\]
eigenvalue matrix $W$ to ensure that the solution will be within the boundary of the learning model. The model parameter $\alpha$ can be estimated as

$$\hat{\alpha} = (A^T A + \lambda W^{-1})^{-1} A^T x_f. \quad (8)$$

Then a new face shape, $s_{\text{rec}}$, can be obtained by applying $\hat{\alpha}$ to Eq. (3). Jiang et al. (2005) have used the same regularization equation in an iterative procedure in order to bring about a stable solution. In this work, the shape coefficients are calculated directly using Eq. (8).

TEXTURE WARPING

Before warping the 2D input face texture to the reconstructed 3D shape, the texture needs to be in the same coordinate system as the model texture is. Basically such registration is carried out with the guidance of feature points chosen from the given 2D input face images and corresponding feature points on the model face texture. To learn the deformation mapping between the input image and model textures in the database, 28 landmarks (including eyes, eyebrows, nose, mouth, and face contours) have been used. TPS is used to establish the mapping and interpolation for the deformation process. TPS is a commonly used basis function for representing coordinate mappings from rigid to nonrigid deformations. It is used for estimating a deformation function between two surfaces (Xiaoguang & Jain, 2008). Let $g_0$ and $g_1$ be two 2D shapes, and let $X = (x_1, x_2, \ldots, x_m) \subset g_0$ and $Y = (y_1, y_2, \ldots, y_m) \subset g_1$ be the correspondences (landmarks) between the two shapes, where $m$ is the number of corresponding points. The warping function $F$ that warps point set $X$ into $Y$ is given under the following condition

$$F(x_j) = y_j, \quad j = 1, 2, \ldots, m. \quad (9)$$

The interpolation deformation model is given in terms of the warping function $F(x)$, where

$$F(x) = x A + K W, \quad (10)$$

and where $x \in g_0$, $A$ is an affine transformation, $W$ is a fixed m-dimensional column vector of non-affine warping parameters constrained to $X^TW = 0$, and $K$ is an m-dimensional row vector. $K_i$ is the Green’s function $\sigma(|x - x_i|)$, which can be written as $K_i(x) = (\sigma(|x - x_1|), \sigma(|x - x_2|), \ldots, \sigma(|x - x_m|))^T$. Some typical deformed 2D input faces registered with reference to model face texture using TPS are shown in FIGURE 1.

![FIGURE 1. Typical 2D-2D registration based on TPS.](image)

EXPERIMENTS AND DISCUSSION

This section intends to report the experimental evaluation aspects of the proposed techniques by visualizing some reconstructed results. The model is qualitatively evaluated pertaining to the visualization aspects of the reconstructed faces from their 2D face images. The USF Human ID 3D Face database (Blanz and Vetter, 1999), which contains 100 3D faces, has been...
used. The proposed model has been trained with the 100 3D face shapes. Each face shape has coordinates of 75972 vertices. They are aligned with one another as explained in (Levine & Yu, 2009). FIGURE 2 shows 3D face examples from the 3D database, including shape and texture.

![FIGURE 2. Examples of 3D faces from the USF Human ID 3D database.](image)

FIGURE 3. Examples of reconstructed 3D face shapes from their corresponding 2D faces using regularization.

**RECONSTRUCTION OF 3D FACES SHAPES FROM IMAGES**

The CMU-PIE database (Sim, Baker & Bsat., 2003) has been used for testing the visual effects of the proposed model. 3D models are intended to be reconstructed for the 2D images of the CMU-PIE database. From just a small number of 2D facial landmarks, the proposed algorithm can recover the 3D shapes of the given 2D face images. In this work, the input 2D images are in near-frontal pose with most of their expressions being neutral. The feature points which have been manually selected have been aligned with the reference 3D model using Procrustes Analysis; this is the usual preliminary step before the reconstruction stage. The aligned feature points have been used to compute the model parameters $\alpha$ using Eq. (8). Then $\alpha$ has been applied to Eq. (3) to reconstruct the 3D shape vector. FIGURE 3 shows two examples of reconstructed face shapes based on the proposed regularization algorithm.

**WARPING THE TEXTURE ON THE RECONSTRUCTED SHAPES**

28 landmarks (including eyes, eyebrows, nose, mouth, and face contours) have been used to register the input 2D image texture on the model texture. The resultant 2D textures (FIGURE 4, second column) are warped on the reconstructed 3D shapes. FIGURE 4 shows the texture-mapped results. It can be seen that, interestingly, the proposed model is capable of reconstructing 3D face shapes and do warping the original texture of the input image on the reconstructed 3D face shapes by retaining realistic facial features.
CONCLUSION

The problem of 3D facial modeling remains as a partially solved problem in the field of computer vision in terms of the accuracy and speed of reconstruction algorithms. This paper presented an efficient approach for recovering the 3D face of an individual given the 2D face image, in which prior knowledge has been subsumed. The standard Tikhonov regularization method has been extended by replacing the identity matrix with the eigenvalue matrix in order to solve the ill-posed problem of reconstructing complete 3D face shapes from 2D face images. The standard PCA model has been used to represent the object class of 3D face shapes for the reconstruction application. For color values of the input image, the proposed approach interpolates the input 2D textures with model texture and warps the interpolated textures to the reconstructed 3D face shapes. The proposed method has been tested using real 2D face images by visualizing the reconstructed results. For the texture warping, the 2D face deformation has been learned from the model texture using a set of facial landmarks. Thin Plate Spline (TPS) has been used for transferring the deformations based on those facial landmarks. 3D face shapes from the Human ID 3D database has been used to build the holistic PCA model. Some 2D face images from the CMU-PIE database have been used to visualize the reconstructed 3D faces. Our reconstructed results clearly demonstrate the effectiveness of the proposed method and retain the real characteristics of the given 2D face images. However, as the experiments have been done on near-frontal 2D face images, future work should focus on pose and expression images.
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